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SUMMARY AND CONCLUSIONS

1. Using whole cell recording techniques, we studied subthresh-
old and suprathreshold voltage responses to oscillatory current in-
puts in neurons from the sensorimotor cortex of juvenile rats.

2. Based on firing patterns, neurons were classified as regular
spiking (RS), intrinsic bursting (IB), and fast spiking (FS). The
subthreshold voltage-current relationships of RS and IB neurons
were rectifying whereas FS neurons were almost chmic near rest.

3. Frequency response curves (FRCs) for neurons were deter-
mined by analyzing the frequency content of inputs and outputs.
The FRCs of most neurons were voltage dependent at frequencies
below, but not above, 20 Hz. Approximately 60% of RS and IB
neurons had a membrane resonance at their resting potential. Reso-
nant frequencies were between 0.7 and 2.5 Hz (24-26°C) near
—70 mV and usually increased with hyperpolarization and de-
creased with depolarization. The remaining RS and IB neurons and
all FS neurons were nonresonant.

4. Resonant neurons near rest had a selective coupling between
oscillatory inputs and firing. These neurons selectively fired action
potentials when the frequency of the swept-sine-wave (ZAP) cur-
rent input was near the resonant frequency. However, when these
neurons were depolarized to —60 mV, spike firing was associated
with many input frequencies rather than selectively near the reso-
nant frequency.

5. We examined three subthreshold currents that could canse low-
frequency resonance: Iy, a slow, hyperpolarization-activated cation
current that was blocked by external Cs * but not Ba**; I}, an instanta-
neously activating, inwardly rectifying K™ current that was blocked
by both Cs* and Ba®"; and Iyp, an quickly activating, inwardly
rectifying persistent Na* current that was blocked by tetrodotoxin
(TTX). Voltage-clamp experiments defined the relative steady state
activation ranges of these currents. Ig (activates below —80 mV) and
Iv.r (activates above —65 mV) are unlikely to interact with each other
because their activation ranges never overlap. However, both currents
may interact with I, which activated variably at potentials between
~50 and —90 mV in different neurons.

6. We found that I produces subthreshold resonance. Consis-
tent with this, subthreshold resonance was blocked by external Cs *
but not Ba®* or TTX. Application of Ba>* enlarged FRCs and
resonance at potentials below —80 mV, indicating that /i ;, normally
attenuates resonance. Application of TTX greatly diminished reso-
nance at potentials more depolarized than —65 mV, indicating that
Iv.» normally amplifies resonance at these potentials.

7. The ZAP current input may be viewed as a model of oscilla-
tory currents that arise in neocortical neurons during synchronized
activity in the brain. We propose that the frequency selectivity
endowed on neurons by Iy may contribute to their participation in
synchronized firing. The voltage dependence of the frequency-
selective coupling between oscillatory inputs and spikes may indi-
cate a novel mechanism for controlling the extent of low-frequency
synchronized activity in the neocortex.

INTRODUCTION

During certain states of coherent activity in the central
nervous system, synaptic inputs to neurons can be oscillatory
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rather than transient (Steriade et al. 1993a). However, the
responses of single neurons to oscillatory stimuli have re-
ceived less attention than the responses to transient stimuli,
such as current pulses or evoked synaptic volleys. Because
coherent brain activity refiects the synchronized activities of
neurons at characteristic frequencies, it would be useful for
neurons to have mechanisms for tuning their responses to
these biologically significant frequencies. In this paper, we
ask whether neocortical neurons, held at subthreshold poten-
tials, respond preferentially to oscillatory inputs at specific
frequencies. Such preferences, where the voltage responses
to injected oscillatory currents are largest in a narrow fre-
quency band (cf. Koch 1984) (‘‘bandpass behavior’’), are
called membrane resonances. They have been described in
cortical (Gimbarzevsky et al. 1984; Gutfreund et al. 1995;
Jahnsen and Karnup 1994; Stréhmann et al. 1995), thalamic
(Hutcheon et al. 1994; Puil et al. 1994, Strohmann et al.
1994), spinal (Moore and Christiansen 1985), and periph-
eral (Correia et al. 1989; Hunt and Wilkinson 1980; Puil
et al. 1986, 1988, 1989) neurons. These resonances have
disparate mechanisms,; however, they always depend on an
interaction between the passive properties of membranes and
time-dependent ionic currents.

To search for and study subthreshold resonance in neocorti-
cal neurons, we applied the techniques of frequency-domain
analysis (Puil et al. 1986, 1988). In this paper, we describe
low-frequency (1-3 Hz) resonances found in the frequency-
response curves (FRCs) of neocortical neurons. We also inves-
tigate the ionic basis of resonance, focusing on three noninacti-
vating subthreshold currents that could shape resonant re-
sponses: an inwardly rectifying cation current () (Solomon
and Nerbonne 1993a,b; Solomon et al. 1993; Spain et al. 1987);
an inwardly rectifying K" current (/) (Constanti and Galvan
1983; Sutor and Hablitz 1993); and a persistent Na™ current
(I,p) Alzheimer et al. 1993a,b; Stafstrom et al. 1985). In
particular, /y is of interest because of its involvement in struc-
turing the responses of neocortical neurons to time-varying
subthreshold inputs (Schwindt 1992; Solomon and Nerbonne
1993a) and in rhythmic activity of other excitable cells (Di-
Francesco et al. 1986; McCormick and Pape 1990).

Finally, we show that the mechanism of resonance affects
firing patterns because voltage responses to inputs that are
not close to the resonant frequency are attenuated and so
do not generate spikes. In a subsequent paper, we use a
combination of mathematical modeling and experimentation
to show that the observed time and voltage dependence of
Iy is sufficient to produce the low-frequency resonance and
the effects of resonance on firing patterns.

METHODS

We used rats (Sprague-Dawley ) with ages that varied from post-
natal day 4 (P4) to P19, although most recordings were made in
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neurons from P6 to P14 rats. After decapitation, the brain was
removed and submerged in 5-7°C artificial cerebrospinal fluid
(ACSF). The brain was cut into blocks before being glued to the
stage of a Vibroslicer and cut coronally into 350—-400 pm slices.
Brain slices containing sensorimotor cortex were incubated for 1—
2 h at room temperature before submersion in a Perspex bath
(volume 0.3 ml, flow rate 1-1.5 ml/min), which was mounted
on the stage of a microscope equipped with Hoffman modulation
contrast optics. The slices were thin enough to discern partially
the cortical layers that we used as an initial guide for placing the
electrode. The recordings were made at room temperature (24—
26°C), and all neurons accepted for analysis had overshooting
action potentials and resting potentials more negative than —55
mV. At the end of a session, we measured the distance of the
recorded neuron from the cortical edge of the slice using a graticule
in the eyepiece of the microscope and identified the recording site
using the atlas of Paxinos et al. (1991).

Solutions

The ACSF contained (in mM) 124 NaCl, 4 KCl, 1.25 KH,PO,,
26 NaHCO;, 10 dextrose, 2 MgCl,, and 2 CaCl,, which gave a
measured osmolarity of 310 mosmol. ACSF solutions were main-
tained at a pH of 7.4 by continuous bubbling with 95% 0O,-5%
CO,. Patch-clamp electrodes were pulled from thin-wall borosili-
cate glass tubing (1.5 mm OD) with a Narashige PP-83 puller and
were filled with a solution containing (in mM) 140 K-gluconate,
15 NaCl, 11 ethylene glycol-bis(3-aminoethyl ether)NN,N',N'-
tetraacetic acid, 1 CaCl,, 10 Na-(N-[2-hydroxyethyl]piperazine-
N'-[2-ethanesulfonic acid] ), 1 Mg adenosine 5 ’-triphosphate, and
0.3 Na guanosine 5'-triphosphate and was balanced to pH 7.2 with
KOH and d-gluconic acid. Initial electrode resistance was 5-8
M(; seals to the cells were 1-11 GS2 before breakthrough (cells
with seals <1 G were discarded ). To compensate for the junction
potential formed between the ACSF and the electrode solution, 11
mV was subtracted from all membrane potentials (e.g., a recorded
membrane potential of —60 mV corresponds to an actual potential
of —71 mV) (see Zhang and Krnjevi¢ 1993).

Frequency-domain analysis

The frequency-domain analysis of neurons has been described
previously (Puil et al. 1986, 1988). Briefly, a DC current was first
used to hold neurons near a desired membrane potential, then a
computer generated current waveform (/) was injected into the
neurons, and the resulting voltage response (V) was recorded. For
each holding potential, an impedance (Z) was calculated from the
ratio of the fast Fourier transforms of the voltage response and the
current input using the formula

7= FFT(V)
FFT(I)

The magnitude of the complex-valued impedance was plotted
against frequency to give a FRC. The measurement and analysis
systems were calibrated by comparing the measured impedance of
a parallel resistor-capacitor circuit with its theoretical impedance.

A proper interpretation of the frequency-domain analysis re-
quires an approximately linear relationship between current inputs
and voltage responses. Linearity was maintained during neuronal
recordings as long as voltage responses were <20 mV peak-to-
peak and action potentials were not evoked. A criterion used to
assure approximate linearity was to change the amplitude of the
current input while monitoring the FRCs for effects of nonlinearit-
ies. Using this criterion, we note that approximate linearity was
maintained over larger peak-to-peak voltage responses in neocorti-
cal neurons than in thalamocortical neurons (cf. Fig. 1 of Stroh-
mann et al. 1994).

For the input waveform, we usually used a swept-sine-wave
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TABLE 1. Electrophysiological properties of neocortical
neurons

RS* IB FS
Resting potential, mV -6 5 -T2+ S5 -66% 5
Membrane time constant, ms 47 = 20 31+ 10 50+ 25
Input resistance, M(Q2 373 £ 275 218 107 450 x 255
Number (total = 103) 75 16 12

Values, except Number, are means + SD. RS, regular spiking; IB, intrin-
sic bursting; FS, fast spiking. * Firing pattern.

current (ZAP current input) (Puil et al. 1986) of finite duration,
T, and with the formula

I =asinbt?), O0=st=T

Here, a and b were adjustable parameters controlling, respectively,
the amplitude and bandwidth of the input. In other cases, we used
a sine wave input or a sum-of-sine-waves (SSW) input consisting
of 128 superimposed sine-waves of equal amplitude and systemati-
cally varied frequency and phase.

Electrical recordings

To inject DC and oscillatory currents as well as measure voltage
responses for frequency-domain analysis, we employed an Axo-
clamp 2A amplifier that was adjusted optimally in bridge mode to
compensate for the electrode resistance and capacitance. For volt-
age-clamp studies, the same amplifier was used in the continuous
single-electrode voltage-clamp mode. For digital data acquisition,
a 40-kHz Labmaster A/D-D/A board was controlied with pClamp
software or software written specifically for the purpose of acquisi-
tion and analysis of frequency-domain data. Voltage and current
traces for time-domain recordings were filtered at 10 kHz and then
stored on a computer disk or on video tape (Beta) using a PCM
encoder (Sony) and a video recorder (Sony).

RESULTS
Electrical properties

The results described in this paper are based on recordings
from 147 neurons in layers II-V of sensorimotor cortex.
Most did not spontaneously fire action potentials. In cases
where electrical recordings were made in control ACSF (103
of 147 neurons), the firing characteristics of neurons were
similar to those previously described for juvenile rat neocor-
tex (Kasper et al. 1994a,b; McCormick and Prince 1987).
We identified regular spiking (RS), intrinsic bursting (IB),
and fast spiking (FS) neurons by the properties of their
action potentials and the firing patterns evoked by 1-s current
pulses (Connors and Gutnick 1990; McCormick et al. 1985).
Regular spiking neurons had broad spikes, prominent me-
dium afterhyperpolarizations ( AHPs), small or no fast
AHPs, and adapting spike trains. Depolarizing afterpoten-
tials (DAPs) occurred on the falling phase of spikes in 39
of 75 RS neurons. The presence of DAPs often led to the
formation of high-frequency spike doublets or triplets at the
beginning of a spike train. IB neurons could be recognized
by stereotyped bursts of two or more spikes that occurred
in an all-or-none fashion at the beginning of the response to
a current pulse or reoccurred throughout the pulse. FS neu-
rons had narrow action potentials with a ratio of <2 for
the rates of depolarization to repolarization, prominent fast
AHPs, and nonadapting spike trains. Table 1 gives some
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FIG. |. Frequency- and time-domain responses of resonant and nonresonant neurons. A: in a regular spiking (RS) neuron
(resting potential —65 mV ), resonance appears as a hump in the frequency-response curve (FRC) with a peak at 2.1 Hz
and a Q value (see text) of 1.8. Responses of same neuron to square current pulses are shown (inset); note sags and
depolarizing rebounds, which are manifestations of resonance in time domain. B: in a fast spiking (FS) neuron (resting
potential —67 mV), the FRC declined monotonically from a maximum at lowest frequency recorded. Voltage responses to
square pulses do not show sags or rebounds (inset). C: swept-sine-wave (ZAP) current inputs (bottom) and corresponding
voltage responses (fop) in a resonant neuron demonstrate a voltage-dependent, selective coupling of inputs near resonant
frequency and spikes. When neuron was initially held near —65 mV, subthreshold ZAP current inputs of different amplitudes
resulted in spindle-shaped voltage responses with the largest part of the response near the resonant frequency (C/ and C2).
When spikes were evoked by a sufficiently large ZAP current input, they were associated with resonant band of frequencies
(C3). After depolarization (with DC injection) to near —60 mV, the neuron was still resonant (C4) but selective coupling
had disappeared (C5). D: voltage responses of a nonresonant neuron to ZAP current inputs are wedge-shaped rather than
spindle-shaped because largest responses were at lowest frequencies. For suprathreshold inputs (D2), action potentials arose
first in response to lowest frequencies. In this and subsequent figures, action potentials are clipped.
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electrophysiological properties of the different types of
neurons.

Frequency-response curves

To investigate the frequency preferences of neurons, we
determined their FRCs. Figure 1, A and B, shows the FRCs
of RS and FS neurons near their respective resting potentials.
The responses of the same neurons to current pulses are
shown in the upper right of each figure. In these neurons,
as in all neurons we studied, the smallest impedance magni-
tudes occurred at high frequencies. There were important

differences, however, in the low-frequency behavior of the
FRCs in different neurons.

RESONANT NEURONS. Some neurons were resonant near
their resting potentials. For the neuron of Fig. 14, the FRC
had a resonant hump that peaked near 2 Hz. In the same
neuron, there were no other resonant peaks in the interval
2-500 Hz. Similarly, we could not resolve multiple humps
in the FRCs of other neurons.

We quantified the resonance of a neuron by measuring its
resonant frequency (f,.,) and ‘‘Q value.”’ The f,., of a neuron
is defined as the frequency at the peak of the resonant hump
in the FRC. The Q value is constructed by dividing the
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TABLE 2. Resonant frequencies (f,.,) and Q values for
resonant neocortical neurons

RS IB FS
n* 25/41 711 0r7
fress Hz 1.3 +04 13+05
0 1.4 + 03 13 +£03

Measured at —70 mV and 24-26°C, values given as proportion or
means + SD. For abbreviations, see Table 1. * Proportion of neurons with
resonance.

magnitude of the impedance at f,,, by the magnitude at the
lowest recorded frequency (Koch 1984). The f,., of the neu-
ron illustrated in Fig. 1A is 2.1 Hz. Its Q value, 1.8, was
one of the largest we recorded. Table 2 gives the incidence
of resonance and the values of f,., and O at =70 mV in 59
neurons of different firing types. Approximately two-thirds
of RS and IB neurons were resonant at —70 mV. All f,,,
values were between 0.7 and 2.5 Hz and most were between
1 and 2 Hz. There were no significant differences between
RS and IB neurons with respect to their resonant properties
at this membrane potential (2-tail #-tests). The total inci-
dence of resonance among RS and IB neurons is underesti-
mated in Table 2 because some neurons that were nonreso-
nant at —70 mV were resonant at other potentials.

NONRESONANT NEURONS. All of the FS neurons and some
of the RS and IB neurons did not have resonant humps in
their FRCs at the potentials we usually investigated (poten-
tials more negative than —55 mV). We call the neurons that
did not have resonant humps at these potentials ‘‘nonreso-
nant’’; however, we recognize that they may have had reso-
nance at other potentials. Figure 1B shows a typical FRC
for a nonresonant FS neuron together with its responses
to current pulses. The value of the impedance magnitude
decreased monotonically with frequency, resulting in an
FRC with characteristics of a low-pass filter. Thus the Q
value of the nonresonant FS neuron of Fig. 1B is equal to
1, as is the case for all nonresonant neurons.

Resonance does not depend on the input waveform

The relationship between small amplitude current inputs
and voltage responses was almost linear in most neurons.
This was evident in the FRCs that essentially were un-
changed by increasing or decreasing the amplitude of the
ZAP current input when the membrane potential was more
negative than —60 mV. In resonant neurons, when this poten-
tial was not exceeded, changes in the magnitude of the input
affected f,., weakly and left the Q value unaltered. Figure 2
shows, for a resonant neuron, the FRCs generated near —70
mV by SSW and ZAP inputs with similar frequency bands.
The FRCs were nearly identical although the time courses,
but not the frequency compositions, of the inputs were very
different. We conclude the subthreshold resonance in the
neurons we investigated is independent of the form of the
input.

Coupling of oscillatory inputs to the firing of action
potentials

The differences between resonant and nonresonant neu-
rons were reflected in the time courses of their responses to
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ZAP inputs. In the resonant RS neuron depicted in Fig. 1C,
note the peak in its voltage response to a constant amplitude
ZAP input (Fig. 1C, I and 2). Because of the systematic
order in which the ZAP input sweeps through the frequen-
cies, it is easy to see that this peak occurs at intermediate
frequencies. This gives it a spindle shape that is characteristic
of resonant neurons. In fact, the largest response was near
fres- In contrast, the voltage response of the nonresonant
neuron in Fig. 1D/ is wedge-shaped because the largest
response occurred at the lowest frequencies.

In both resonant and nonresonant neurons, large-ampli-
tude ZAP stimuli evoked action potentials. However, there
was a clear difference between resonant and nonresonant
neurons in the stimulus frequencies that most readily evoked
firing. In resonant neurons, action potentials were generated
preferentially when the input frequencies were near f,, (e.g.,
Fig. 1C3). In nonresonant neurons, on the other hand, firing
was associated with the lowest frequencies of the input (Fig.
1D2). This difference between resonant and nonresonant
neurons was observed consistently. All resonant neurons
tested with large-amplitude inputs fired action potertials as
the input passed through the resonant band of frequencies
(n = 4). In five of six nonresonant neurons, the spikes arose
at the lowest injected frequencies. In summary, the frequency
preference of resonant neurons resulted in a preferential cou-
pling between inputs at frequencies near f,,, and firing.

The selective coupling does not imply that action poten-
tials will fire at the same frequency as an oscillatory input
delivered near the resonant frequency. In trials using single-
frequency sine-waves, we found that action potentials some-
times fired on every other cycle or in some more complicated
pattern (cf. Fig. 1C5).

Selective coupling of oscillatory inputs with firing did not
occur at all membrane potentials. Firing near the resonant
frequency often was observed near —70 mV. When resonant
neurons were depolarized above approximately —60 mV by
DC current, firing occurred at all frequencies below 10 Hz
(Fig. 1C5). The neurons, however, were still resonant at
this potential (Fig. 1C4). Thus the ability of resonance to
mediate coupling between oscillatory inputs and the firing
of action potentials was voltage dependent.

Voltage dependence of frequency response curves

The FRCs of most neurons were voltage dependent over
a 20-mV range near the resting potential. Figures 3 and 4
show the FRCs at different membrane potentials in two RS
neurons treated with 300 nM tetrodotoxin (TTX). In the
neuron of Fig. 34, we used DC current injection to displace
the membrane potential to values between —90 and —50
mV. The neuron was clearly resonant between —90 and —65
mV. As shown in Fig. 3B, the f,. and Q values were also
voltage dependent. The value of f,, increases steadily from
a minimum of 1.9 Hz at —65 mV to a maximum of 3.6 Hz
at —90 mV. The Q values are near 1 at —60 mV or more
depolarized potentials, increase to 1.5 by —77 mV and re-
main near 1.5 at more hyperpolarized potentials. The ampli-
tudes of the FRCs in Fig. 3A also change with membrane
potential. The largest impedance magnitudes are associated
with the FRC taken at —72 mV (also see Fig. 3C). At more
hyperpolarized or depolarized potentials, the FRCs have
smaller peak values. The decreased amplitude of the FRCs
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FIG. 5. Firing patterns and I-V relations for RS, intrinsic bursting (IB), and FS neurons (A-C). For each part of figure,

responses of neurons to square current pulses are shown at fop and bottom and [-V relation generated by these pulses in
middle. Measurements for /-V's were taken at times indicated (m, fop). At bottom, responses 1o large depolarizing current
pulses (amplitudes shown to right) are shown on a different time scale to illustrate firing patterns. Note that both RS and
IB neurons have an initial high-frequency burst of action potentials. Burst arises in an all-or-none fashion in IB but not RS

neurons (compare the just-suprathreshold responses at top).

tion were correlated to the magnitudes and durations of the
preceding sags (e.g., Figs. 6C). This is shown in Fig. 6D,
which displays the relationship between sags and rebounds
in 19 consecutively recorded RS neurons. The correlation
depended on the holding potential. When neurons were held
near —70 mV, the amplitudes of the sags and rebounds were
correlated positively (> = 0.93, Fig. 6D1), implying that
the sags and rebounds rely on the same current, e.g., Iy.
When neurons were held near —60 mV, on the other hand,
the amplitudes of the rebounds had only a slight dependence
on the magnitudes of the preceding sags (r* = 0.47, Fig.
6D2). Also, the firing of action potentials during rebounds
after the termination of hyperpolarizing pulses was facili-
tated at —60 mV even though the sags were smaller than
those evoked at —70 mV. Thus at —60 mV, the mechanisms
underlying sags and rebounds appear to differ. This dissocia-
tion between sags and rebounds at —60 mV is reminiscent
of the dissociation between resonance and frequency-pre-
ferential firing at the same potentials and could be due to
the activation of currents other than I, at potentials near
—60 mV.

Application of external 0.5 mM Ba** did not reduce the
sags or rebounds (n = 5, Fig. 7A4). However, application
of 3 mM external Cs* (a blocker of both I;z and Iy;) (Con-
stanti and Galvan 1983; Foehring and Waters 1991; Spain
et al. 1987) by itself or together with Ba®* eliminated sags
and reduced rebounds by >80% in seven of eight neurons
(e.g., Fig. 7A3). This implies that Iy is the major current
underlying the slow rectification.

We explored the possibility of a current other than Iy
contributing to the rebounds. Rebounds often were blocked

incompletely by Cs™ whereas sags were eliminated totally.
This may reflect a partial or voltage-dependent blockade of
I by Cs* or may implicate other currents in the formation
of rebounds. The latter possibility is highlighted in the case
of four neurons where large rebounds occurred in the ab-
sence of sags during the preceding hyperpolarization. In two
of these neurons, external application of 0.5 mM Ni** re-
duced the rebounds by 65% (Fig. 7B, 1-3). In one of the
neurons where Ni?* reduced the rebounds, Cs* completely
blocked the rebounds after small hyperpolarizations but
failed to block rebounds after hyperpolarizations beyond
—75 mV (Fig. 7B, 3 and 4). These observations point to
the involvement of a low-threshold Ca** current in some
rebounds. We could not determine whether such a current
plays a role in rebounds after sags because application of
Ni®* to four neurons with sags produced variable results.
Sags in the voltage responses to small hyperpolarizing
currents were observed over a wide range of potentials. In
some neurons, the sags were evoked by small hyperpolariza-
tions from potentials ranging from threshoid to —90 mV. In
other neurons, sagging responses were seen only at potentials
more negative that —80 mV. The thresholds at which sags
could be evoked often appeared to drift to more negative
values over the course of an experiment. In contrast, the
membrane potential where fast rectification was first de-
tected was consistently between —75 and —85 mV in most
neurons and did not change over the course of an experiment.
The fast and slow rectifications often coexisted in RS and
IB neurons. However, FS neurons seldom had slow sags and
rebounds (2 of 12 FS neurons), and, when present, they
occurred at very negative potentials (e.g., below —90 mV).
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FIG. 6. Consequences of fast and slow rectification in neo-
2 cortical neurons. A: in a nonresonant RS neuron, a fast hyper-
polarization-activated inward current decreased apparent input
resistance and membrane time constant during hyperpolarizing
pulses. Time taken for each voltage response to fall to 1/e of
its initial value (apparent time constant) is indicated (- - *).
B: quantification of sags and rebounds in resonant neurons.
Lowercase letters: percent sag was defined as 100(1 — b/a)
and percent rebound as 100(1 — c/a). C, I and 2: sags and
rebounds in a resonant RS neuron depend on magnitude (C7)
and duration (C2) of hyperpolarizing input. In C2, sufficiently
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large rebounds evoked spikes. Neurons in A—C were initially
at their resting potentials. D: relationship between percent sags
and rebounds at —70 (D) and —60 mV (D2). Pooled data
for 19 resonant and nonresonant neurons. When neurons were
2 held near —70 mV, there was a high correlation between sags
and rebounds but at —60 mV correlation was weaker. Linear
regression lines are shown with the data.

% Sag

In six of nine neurons tested, Iy contributed to the resting
potential because 3 mM Cs™ reversibly hyperpolarized the
membrane potential [ —3.1 = 1.9 mV, (mean * SD) range:
2-12 mV). In two of the remaining neurons, Cs* had no
effect on the resting potential and, in a single neuron, evoked
a 1.5-mV depolarization.

RECTIFICATIONS ACTIVATED BY HYPERPOLARIZATION. Volr-
age-clamp studies. We voltage clamped neurons to examine
the currents underlying their fast and slow hyperpolarization-
activated rectifications. When the membrane potential was
held near —60 mV and then stepped to more hyperpolarized
values (Fig. 9A17), the total evoked inward current could be
resolved into a transient component due to the capacitance
(arrow, Fig. 9A2), a quickly activating component, and a
slowly activating component identified with Iy (Fig. 942).
The slowly activating inward current was isolated during
data analysis by fitting the total current with a sum of expo-
nential terms and ignoring the components in the fit corre-
sponding to the instantaneous and capacitive currents
(Scroggs et al. 1994). The resulting fits of Iy (with a time
constant, 7y, as long as 4 s at —80 mV ) are shown superim-
posed on the data in Fig. 9A1. Figure 9B (O) shows the
voltage-current (V -I) relation of the slowly activating com-
ponent (Iy) for the same neuron as Fig. 9A.

The quickly activating current derived from the fit of the
total inward current is composed of a leak current, propor-
tional to the magnitude of the applied voltage step, and an
inwardly rectifying current. The fast activation and voltage
dependence (V -1 relation in Fig. 9B, filled symbols) of the
rectifying current is consistent with the properties of an in-
wardly rectifying K™ current that has been described in corti-
cal neurons (Constanti and Galvan 1983; Sutor and Hablitz
1993; Womble and Moises 1993).

Application of 0.2-3 mM Ba?** greatly reduced the recti-
fying component of the instantaneous current without
blocking the slower components of the total inward current
(n = 2). External application of 2 mM Cs™ or its coapplica-
tion with Ba** resulted in the complete blockade of both
hyperpolarization-activated rectifying currents (n = 7).
These results confirm the identities of Iz and Jy as the cur-
rents that underlie the fast and slow rectifications, respec-
tively, and show that Ba®* can be used in these neurons to
block Iz without blocking Iy.

The activation point of a current was defined as the first
membrane potential where the current was >5 pA. A com-
parison of the V-I relations of Iy and Ig in Fig. 9B shows
that they are simultaneously active at membrane potentials
more negative than —85 mV. This appears to be the only
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FIG. 7. Pharmacological blockade of voltage sags and overshooting rebounds evoked by hyperpolarizations in 2 RS
neurons (A and B). A, I and 2: application of Ba®* (0.5 mM, 2 min) increased input resistance but did not reduce sags or
rebounds (note change in amplitude of current commands between A, / and 2). Small depolarization due to Ba** application
is consistent with a block of a leak current. This also was observed in other neurons (mean depolarization = 1.3 = 0.8 mV,
n = 4). Action potentials were eliminated with 300 nM TTX. A3: additional application of 3 mM Cs* to same neuron
eliminated sags and greatly reduced rebounds. Note that Cs* application hyperpolarized resting potential such that 14 pA of
current were needed to hold neuron near same potential as in A2. B: a neuron where substantial rebounds were not preceded
by sags (B1). Rebounds were 70% reduced by external application of 500 uM Ni?* (B2) suggesting an involvement of a
Ca®" current in rebounds. In same neuron, Cs”* blocked rebounds following small hyperpolarizations and increased duration
of rebounds following large hyperpolarizations and (B4). Combination of Ni** and Cs* reduced rebounds by >90% (BS5).

region along the voltage axis where they can interact in this
neuron. We measured the activation points of Iy and Ik in
27 RS neurons and assessed the possible regions of interac-
tion of these currents. Figure 10 shows the activation points
of Iy and I in these neurons. The values for Iy (—73.4 +
10.1 mV) were more depolarized and more variable than
those for Iz (—81.6 *+ 3.3 mV). Thus because both currents
are activated by hyperpolarization, the activation point of Ijg

FIG. 8. Measured and reconstructed voltage responses of a RS neuron.
A square current pulse (bottom, ) caused a hyperpolarizing response
(top, — — —) with a prominent sag and rebound. Same current pulse then
was run through a digital filter constructed using resonant FRC of same
neuron (together with simultaneously measured data on frequency-depen-
dent phase changes). Reconstructed response (fop, ) fits response
recorded from neuron. Wavelets appear at onset and offset of reconstructed
response because FRC was measured over a narrower bandwidth than actual
bandwidth of neuron.

determines the range of interaction of /y and /i in most
neurons.

Rectification activated by depolarization

Most neurons were outwardly or inwardly rectifying (Fig.
5) between the resting membrane potential and the threshold
for action potentials (generally near —55 mV ). We voltage
clamped neurons and used slowly ascending (18 mV/s) volt-
age ramps to acquire quasi-steady state V -/ curves. The same
procedure was repeated after application of 10-300 nM
TTX. Subtracting the trace recorded in TTX from the control
trace revealed a steady state inward current that activated
with depolarization (Fig. 9C). Because of its voltage depen-
dence, lack of inactivation, and blockade by TTX this inward
current is likely the persistent Na* current, Iy,p (Alzheimer
et al. 1993a,b; Stafstrom et al. 1985). In nine RS neurons,
the activation points of /y,p ranged between —68 and —56
mV. In Fig. 10, the mean value for the Iyp activation points
(—61.4 * 4.1 mV) is indicated by a dashed horizontal line
and the standard deviation by a gray region. Comparing the
Iv.p activation range and the location of the [ activation
points shows that Iy,p and I; are likely to interact in some
RS neurons. In support of this, we found that TTX reduced
the size of rebounds by 12—-26% (n = 5). The separation
between the distributions for the activation points of Iy, and
Iir (Fig. 10) indicates that they will not interact.
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FIG. 9. Hyperpolarization-evoked inward currents in a voltage-clamped
RS neuron. A7 hyperpolarizing voltage steps from —60 mV in 5-mV incre-
ments evoked inward currents. Smooth lines though the data represent I
as determined by exponential fits to total current (see text). Short horizontal
lines on left indicate the instantaneous component of total current. Longer
horizontal line on left indicates holding current before voltage steps. A2:
details of first second of total current evoked by most negative voltage step
in Al. Total current consists of a component proportional to capacitance
of the neuron (truncated, +), an instantaneously activated current, and a
slow component due to /};. Instantaneous component has an ohmic part due
to I, and a rectifying part due to /. B: steady state V-1 plot generated
for neuron in A. Contributions of Iy (O) and /i (@) are plotted separately,
ignoring the contribution of leak current. Activation point for each current,
defined as membrane potential where current first becomes >5 pA, is
indicated (1). C: in a different neuron, a slowly ascending voltage ramp
was used to obtain a quasi-steady state V -1 plot (@), which displays inward
rectification between —67 and —60 mV. Application of 300 nM TTX abol-
ished the inward rectification (A). Subtracting TTX trace from control
trace gives voltage dependence of persistent Na* current (In,p). An arrow
indicates activation point for Jy.p.

Effect of ionic blockers on FRCs

Because Iig and Iy,p rarely activate near rest (Fig. 10),
they are unlikely to account for the resonances we observed
there. On the other hand, the voltage range of Iy and the
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slow time course of its activation kinetics are consistent with
a possible role in generating low-frequency resonance.

In nonresonant neurons at membrane potentials more neg-
ative than —75 mV, Ba®* application increased the ampli-
tudes of FRCs and eliminated their low-frequency voltage
dependence (n = 2, Fig. 11, cf. Fig4A). Most of the increase
in the FRCs occurred at frequencies <20 Hz (Fig. 4, A and
B). At other potentials, Ba’* either slightly increased the
amplitudes of the FRCs or left them unaltered (the decreased
FRC at —65 mV in Fig. 114 is anomalous). The effect of
Ba’* is therefore to enlarge FRCs over the same voltage
range that it blocks Iiz. On this basis, we conclude that Iz
normally acts like a high-pass filter by attenuating the FRCs
of neurons at frequencies <20 Hz.

This was confirmed in resonant neurons where Ba”* appli-
cation increased the amplitudes of the FRCs at low frequen-
cies, enlarged their resonant humps, and shifted f,.; to lower
values (n = 5, Fig. 12). Application of Cs*, together with
Ba?*, further increased the amplitudes of FRCs and either
shifted their resonant peaks to very low frequencies or abol-
ished resonance (n = 3, Fig. 12). This was similar to the
effect of Cs' alone, which abolished resonance and in-
creased the amplitudes of FRCs over a broad range of sub-
threshold potentials (n = 4). Like Ba®*, the effects of Cs*
were most evident at low frequencies (<10 Hz). Unlike
Ba®*, Cs* increased the impedance magnitudes of FRCs to
a greater extent at frequencies below f,., than above it. Dur-
ing the application of Cs™ the FRCs thus adopted the form
of low-pass filters.

These results point to Iy as the mechanism of subthreshold
resonance in these neurons. The action of fy is to attenuate
the responses of neurons at low frequencies that, in combina-
tion with the high-frequency attenuation of responses by the
neuronal capacitance, forms a resonant peak in the FRC.

At membrane potentials more depolarized than —65 mV,
Iwp also affected the FRCs. In nonresonant and resonant
neurons under control conditions, the amplitudes of the

Activation point (mV)

-80 I
- 1y I
- IR
'100 4ttt
5 10 15 20 25

cell number

FIG. 10. Activation points for fy, Iy, and fir. Activation points of /iy
and /g are plotted for 27 RS neurons. Each solid vertical line indicates, for
a single neuron, gap between the activation point of I (m) and that of Iir
(short horizontal line). Note that Iy usually activates at more depolarized
voltages than /;z and that dispersion of activation points for I is greater
than that for /ig. A horizontal dashed line shows mean activation point for
Ingp, determined in 9 additional neurons and the gray area is =1 SD. In
most cases, /y; turns on at potentials that are too hyperpolarized to provide
a steady state interaction with Iy,p. Arrowhead on right indicates mean
resting potential for RS neurons.
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FIG. 13. Effects of TTX on resonance. A : in control artificial cerebrospi-

nal fluid, FRCs of most neurons were larger between —65 and —55 mV
than at more hyperpolarized potentials. In resonant RS neuron shown here,
there was a substantial difference in FRC amplitudes and Q value of reso-
nance, between —66 and —62 mV. B: application of 600 nM TTX (for 3.5
min) reduced FRC and Q value, but did not eliminate resonance. Resonant
frequency, f.., is approximately same before and after TTX.

charges and discharges the membrane and alters various
ionic currents, thereby shaping the voltage output. In this
paper, we used the ZAP method in two ways. First, we
carried out a linear frequency analysis (see METHODS) to
find the FRCs of neurons. This gave a frequency-domain
description of the relationship between inputs and subthresh-
old voltage outputs and allowed us to quantify the resonance.
The use of the ZAP input was convenient, but not essential,
for this purpose because many other input waveforms could
have been used with equal success in principle (e.g., sum
of sine-waves, see Fig. 2, or white noise). However, the
ZAP input has distinctive attributes when used for the study
of nonlinear neuronal responses to oscillatory stimuli. Be-
cause the ZAP current is oscillatory, with monotonically
increasing (or decreasing) frequency, its frequency distribu-
tion is evident in the time domain. Thus the input frequency
associated with a feature of interest can be identified by its
position within the response. An example is the bulge that
indicates the resonant frequency in the voltage response to
a ZAP current input (see Fig. 1C). We made use of this
attribute to identify those frequencies that most readily
evoked spikes as the amplitude of the ZAP current was
increased. This would not be possible using white noise or
sum-of-sine-wave inputs. The ability to combine a quantita-
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tive frequency analysis with a simple qualitative assessment
of nonlinear frequency selectivity is thus a distinctive attri-

bute of the ZAP method.

Mechanism of Iy-dependent resonance

The resonance described in this paper likely is due to the
hyperpolarization activated cation current, /y;. Many points
of similarity between resonant neurons and neurons with
suggest this possibility: /) resonance and I were both evi-
dent at subthreshold membrane potentials and had similar
voltage dependencies. Moreover, when the activation point
of Iy was outside its usual range (between —65 and —75
mV ), the voltage dependence of resonance was shifted in
the same direction; 2) neurons that did not have an I;; were
nonresonant—an observation also made by Stréhmann et
al. (1995) who used the ZAP method to investigate neurons
of field L, the avian equivalent of the mammalian auditory
neocortex; 3) in resonant neurons, Cs*, but not BaZ*,
blocked both Iy and resonance; and 4) the slow time course
of Iy activation was consistent with the resonant frequencies.
These observations show that I is necessary for the sub-
threshold resonance. However, it is not clear from our exper-
iments whether I is the only current required for the appear-
ance of a resonant hump in the FRC.

To understand how I;; endows neurons with resonance,
consider the consequences of Iy activation within a neuron.
During a hyperpolarization, I;; slowly activates and contri-
butes an inward current that partially counteracts the hyper-
polarization. The opposite happens during a depolariza-
tion— Iy deactivates slowly and partially counteracts the de-
polarization. The net effect of I, therefore, is to resist
voltage changes. For square-wave inputs, this produces the
sags and rebounds. For oscillating inputs, I attempts to
attenuate voltage responses when the input frequency is suf-
ficiently low that the slow activation and deactivation pro-
cesses of I; can keep up. At slightly higher input frequencies,
the kinetics of Iy are overwhelmed, relieving the attenuation.
Finally, at still higher frequencies, the capacitive properties
of the neuronal membrane again attenuate the responses.
Thus the resonant hump is shaped by the attenuations at low
frequencies due to Iy and at high frequencies due to the
capacitance.

Control and modulation of resonance

The FRCs of resonant and nonresonant neurons were volt-
age dependent. For resonant neurons, both the resonant fre-
quencies and the Q values of the FRCs changed with mem-
brane potential. This suggests that a simple way of control-
ling the frequency response of resonant neocortical neurons
is to change the resting membrane potential— possibly by
the release of modulatory transmitters (McCormick et al.
1993). However, the subthreshold voltage dependence of
resonant and nonresonant FRCs in this study extended only
from 0 to ~20 Hz. Above 20 Hz, the FRCs of most neurons
were almost voltage independent even though many neurons
had strongly curved I-V relations at these potentials. This
reflects the fact that conventional steady state -V relations
are related only to the DC components of FRCs (i.e., at O
frequency). The functional implication of this finding is that
the processing of low-frequency and not high-frequency
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rhythmic inputs by neocortical neurons is susceptible to neu-
romodulation via control of the resting membrane potential.

Two voltage-dependent currents other than I;; affected the
FRCs of neurons at potentials below —55 mV. According
to our findings, these currents play opposite roles in shaping
subthreshold responses to oscillatory stimuli. One of these
currents, Iy.p, increases FRCs at potentials more positive
than —65 mV. In contrast, /i reduces the amplitude of FRCs
at potentials more negative than —80 mV. Both currents can
coexist with Iy and either amplify (Iy,p) or attenuate (Ijz)
resonance.

The physiological consequences of these interactions are
unclear. On the one hand, Ir attenuates FRCs at voltages
outside the physiological range for the generation of action
potentials. On the other hand, we observed a weak coupling
between resonance and firing over much of the activation
range of Iy,p (i.c., at potentials more depolarized than —60
mV, see Fig. 1 B). Thus there may be only a narrow range
of potentials between —65 and —60 mV where the amplifi-
cation of resonance due to /np might have a functional con-
sequence. It is possible that, at potentials more positive than
—60 mV, Iy,p has other functions such as the control of firing
rate (Reyes and Fetz 1993; Stafstrom et al. 1984a,b). Note,
that the magnitude and voltage range of the interaction be-
tween Iy and Iy,p may be different in vivo because they are
subject to second messenger modulation (Ca**, Schwindt
et al. 1992; adenosine 3',5'-cyclic monophosphate, Banks
et al. 1993; Pape and Mager 1992).

Resonance mediates a frequency-selective coupling of
inputs and firing

Resonant neurons had a selective coupling of frequency
components of the current input to the firing of action poten-
tials. This coupling was demonstrated for the case of ZAP
current inputs when neurons fired most readily as the input
was swept past the resonant frequency. A simple mechanism
involving resonance near a firing threshold can account for
these observations. Figure 14 demonstrates this schemati-
cally by comparing an idealized voltage response to a ZAP
current input with the voltage threshold for the firing of
action potentials (horizontal dashed line). Firing is expected
where the response exceeds the threshold, as indicated (@).
In this way, the spikes are associated with frequencies of
the input near the resonant frequency, i.e., where the sub-
threshold response was largest. Inputs at other frequencies,
in contrast, are attenuated relative to the resonant frequency
and so less likely to result in spiking. Although this mecha-
nism is highly simplified, it accounts for the elements of the
coupling as can be seen by comparison with the voltage
responses of a real neuron to ZAP current input (Fig. 14B).

It is necessary to emphasize that the occurrence of spikes
due to the above mechanism not only depends on the fre-
quency content but also on the amplitude and phase of each
frequency component of the input. For instance, it is possible
to drive the response corresponding to any frequency compo-
nent of the input above threshold if the input is large enough.
Thus as the amplitude of the ZAP current input increases,
the spikes appear over a wider region (see Fig. 14 B) because
the amplitudes of some of the nonresonant frequencies in
the input become large enough to evoke spikes. The notion
of a selective coupling of input frequency components to
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spikes best describes the situation when a resonant neuron
responds to sinusoidal inputs with comparable amplitude,
each at a different frequency.

A significant finding is that this coupling was voltage
dependent. Resonant neurons held at potentials between —80
and —65 mV could be induced to fire preferentially in re-
sponse to inputs near their resonant frequency. This was not
the case, however, when the same neurons were held near
—60 mV —despite the persistence of resonance at these po-
tentials. The disruption of the frequency-selective coupling
between inputs and firing may be due to currents other than
Iy that activate near —60 mV. This is consistent with our
finding that sags and rebounds were poorly correlated near
—60 mV. On the other hand, the simple explanation proposed
above to account for the frequency-selective coupling aiso
may be sufficient to account for its voltage dependence.
This is because the currents required to drive neurons past
threshold from —60 mV may be too small to generate sig-
nificant differences in the voltage responses to different fre-
quencies (compare Fig. 1C, 2 and 4).

Whatever the mechanism, the voltage dependence of the
coupling suggests the existence of two firing modes in neo-
cortical neurons: a hyperpolarized mode in which the neuron
is able to sense and respond selectively to synchronized,
convergent inputs with frequencies in the neuron’s resonant
band and a more depolarized mode in which the firing does
not couple preferentially to low-frequency inputs. Because
many neuromodulators affect conductances that change the
resting potential of neocortical neurons (McCormick et al.
1993), these firing modes could form a basis for the voltage-
dependent modulation of low-frequency coherent activity by
coupling and uncoupling /y-generated resonance to spike
production in the neocortex.

Comparison with other frequency-domain studies

Other studies also have found low-frequency resonances
in central neurons. These include an Iy-resonance with reso-
nant frequencies between 6 and 10 Hz (at 30°C) in neurons
from the auditory thalamus of chicks (Stréhmann et al.
1994) and a 2—4 Hz (34°C) resonance generated by a low-
threshold Ca®* current in neurons from the mediodorsal thal-
amus of guinea pigs (Hutcheon et al. 1994; Puil et al. 1994 ).

Jahnsen and Karnup (1994) have plotted power spectra
for guinea pig central neurons stimulated with white noise
and found putative resonances in several areas of the CNS.
One resonance, in hippocampal CA1 neurons, is probably
due to Iy. Consistent with an /y; mechanism, the resonance
is voltage dependent, blocked by Cs™, and associated with
sags and rebounds in the voltage responses to current pulses.
The resonant frequency in these neurons was near 12 Hz
(see Fig. 6 F in Jahnsen and Karnup 1994 ), which is higher
than the resonant frequencies reported here. This may reflect
species- or tissue-specific differences in the properties of Iy
but is more likely a result of the higher temperatures (35°C
rather than 24-26°C) used in their experiments ( Hutcheon
et al. 1996). In neocortical neurons from the same study,
Jahnsen and Karnup (1994) did not find a low-frequency
resonance such as found here. However, the sample rates
and bandwidths used to estimate the spectra do not allow
good resolution of the 1- to 2-Hz band. It is unclear whether
a narrow spike at 24 Hz in the spectra of spontaneously
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Resonance, oscillation and the intrinsic
frequency preferences of neurons

Bruce Hutcheon and Yosef Yarom

The realization that different behavioural and perceptual states of the brain are associated with
different brain rhythms has sparked growing interest in the oscillatory behaviours of neurons.
Recent research has uncovered a close association between electrical oscillations and resonance
in neurons. Resonance is an easily measurable property that describes the ability of neurons
to respond selectively to inputs at preferred frequencies. A variety of ionic mechanisms
support resonance and oscillation in neurons. Understanding the basic principles involved in
the production of resonance allows for a simplified classification of these mechanisms. The
characterization of resonance and frequency preference captures those essential properties of
neurons that can serve as a substrate for coordinating network activity around a particular

frequency in the brain.
Trends Neurosci. (2000) 23, 216-222

HE WORKING BRAIN is characterized by the rhyth-
mic activation of large numbers of its neurons on
characteristic temporal and spatial scales. These modes
of coherent activity appear as the various brain rhythms.
A series of firmly established empirical associations with
the behavioural states of organisms provides compelling
evidence that brain rhythms reflect basic modes of dy-
namical organization in the brain'. However, the mecha-
nisms that bind neurons into these rhythmical coherent
ensembles are not well understood.
What determines the characteristic frequency range
of each brain rhythm? Broadly speaking, there are two
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types of explanation. One invokes patterns of connec-
tivity between neurons and the dynamic properties of
the intervening synapses. For example, reverberating
activity within re-entrant neural circuits could result
in the rhythmic activation of fundamentally non-
oscillatory neurons within well-defined frequency
bands?. A different explanation states that network
rhythmicity arises via the coupling of oscillatory sub-
units, each of which possesses an intrinsically deter-
mined frequency preference®. These two explanations
are not mutually exclusive (network connectivity could
reinforce the patterns of excitation produced by coupled
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Box |. Hunting resonance in circuits and cells

Physicists and engineers have long used frequency-domain techniques
to describe the wave-like existence of particles, the motions of elec-
trons in atoms, or the movement of a pendulum. These methods
regard oscillation as a fundamental mode of behaviour and frequency
as its natural unit of measure. For neurons, frequency-domain tech-
niques provide an alternative to time-based descriptions of activity:
a simpler and more-natural one for neurons that spend much of their
existence immersed in sea of thythmic inputs. Measurement of the
electrical impedance characterizes the input-output relationship of
neurons in a frequency-dependent way. Resonance is a property of
the impedance. To explain further, it helps to explore first the prin-
ciples of impedance and resonance in electrical circuit caricatures of
neuronal behaviour.

Impedance is the frequency-domain extension of the concept of
resistance for electrical circuits. Like resistance, it is a relationship
between voltage and current. Unlike resistance, impedance is a fre-
quency-dependent relationship between the amplitudes (and phases)

Input current Circuit Output voltage

Impedance

of oscillatory signals. The impedance of a simple circuit can be deter-
mined by probing it with an input current and observing the voltage
response at each frequency. Although any input that has a known
frequency composition can be used, the process is illustrated in this
case using a signal that sweeps through many frequencies over time
(the so called ‘ZAP’ input®). This input is useful because it is poised
almost equally between the time and frequency domains. Each fre-
quency in the input is isolated briefly in time so that the frequency
response can be judged by eye as well as by later analysis. For the ex-
perimentalist who is probing neuronal circuits this real-time feedback
is valuable.

The simplest of impedance relationships occurs for the simplest of
all circuits, a resistor connected to ground (see Fig. Ia). In this case, as
in all others, the impedance is found by dividing the Fourier spectrum
(calculated using the Fast Fourier Transform, or FFT) of the output by
that of the input. In this example, the impedance is simply a constant
with a value equal the resistance.

A slightly more-sophisticated circuit comprises a resistor
and capacitor connected in parallel (Fig. Ib). This is a com-
mon model for the passive electrical properties of an iso-
potential neuron. In this case, the impedance is a more-com-

@)
VA —

U

— FFT output
FFT input

plicated function, the decline in impedance with increasing
frequency indicates that an oscillatory input current of unit
amplitude produces a smaller and smaller voltage response
as the frequency rises. This circuit, therefore, acts in a way
that is similar to a low-pass filter, that is, current inputs arriv-

ing at low frequencies yield relatively large voltage responses

(b)
VA —>

N

but higher frequency inputs are attenuated or blocked. All
neurons have some contribution from a low-pass mecha-
nism such as this in their frequency response.

Finally, adding an inductive element to the circuit results
in a qualitatively different impedance relation (Fig. Ic). A

resonant peak appears so that instead of acting in the same

way as a low-pass filter, the system responds like a bandpass.
The meaning of this is seen in the time-domain response
to the ZAP input. The system is activated preferentially as
the input passes through the resonant frequencies. Thus,
it exhibits a frequency preference: a frequency at which

the response to inputs is best.

Magnitude

S~

N\
A
N

log (frequency)

Like electrical circuits, neurons can exhibit resonance and
therefore sustain a frequency preference (Fig. Id). Resonant
neurons produce large responses when driven by inputs
near their resonant frequency and smaller responses at
other frequencies. Functionally, such resonances con-

trends in Neurosciences

Fig. I. Frequency-dependent properties of electronic circuits and neurons: detection and
analysis. The relationship between the current input (first column) and the voltage output
(third column) of electrical circuits or neurons (second column) enables the calculation of
the impedance as a function of frequency (fourth column). The use of a ZAP input function

concentrates the analysis within a specific range of frequencies.

strain neurons to respond most powerfully to inputs at
biologically important frequencies such as those associ-
ated with brain rhythms.

Reference

a Puil, E. et al. (1986) Quantification of membrane properties of
trigemenal root ganglions in guinea pigs. . Neurophysiol. 55,
995-1016

REVIEW

oscillators); however, at present, we have no clear ex-
ample of a centrally produced rhythm that relies on
patterns of connectivity to determine its frequency. On
the other hand, we now have good evidence that indi-
vidual neurons can have frequency preferences that
enable them to either generate spontaneous membrane-
voltage oscillations, or respond best to inputs within a
narrow frequency window (see below). Such intrinsi-
cally defined properties of individual neurons will have
a role in determining the dynamics of coherent brain
activity.

This article discusses the possibility that there is a
common element underlying the diverse mechanisms
of frequency preference in neurons. Resonance, a prop-
erty that characterizes the frequency at which neurons

respond best to inputs of injected current (Box 1), pro-
vides one means to describe the frequency-dependent
properties of different neurons on a common basis.
Although resonance measurements assess only the
small-signal responses of neurons (thus ignoring, or
only approximating, their strongly nonlinear proper-
ties) this is usually adequate for understanding how
neurons process oscillatory inputs at subthreshold
potentials. Using resonance to reveal the similarities
between oscillatory mechanisms of different neurons
should lead to basic insights regarding the develop-
ment and modulation of rhythms in the brain; under-
standing their differences should yield specific new tar-
gets for drug action in disorders as diverse as epilepsy
and insomnia.
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Fig. 1. Neurons of the inferior olive have an intrinsically determined frequency preference
that is reflected in their network behaviour. (a) A whole-cell recording of an olivary neuron
in vitro shows that it has a stable resting potential (left). The impedance profile of the same
neuron (right) reveals a resonance at 4 Hz. The resonance is generated by the low-threshold
Ca®* current, I,. (b) In a different olivary neuron, the membrane potential (left) oscillates
steadily at 4 Hz as shown by the power spectrum (lower right). The impedance of this neuron
also exhibits a resonance with a peak at the same frequency as the oscillations (the large trun-
cated peak centered on the top of the resonance is due to the spontaneous oscillations).
Oscillations in these neurons are partly intrinsic and partly caused by electrical coupling with
other olivary neurons. Although the existence of oscillation is controlled by the strength of coupling
and other modulatory factors such as the leak conductance, the frequency of the oscillations is
determined by the resonance in the individual cells.
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Resonance as a probe of frequency preference

The use of frequency-response analysis for under-
standing neuronal function was pioneered by Cole?,
who used it, before the advent of voltage clamp tech-
niques, to describe some of the basic events concerned
with the generation of action potentials in the giant
axon of the squid. Research using frequency-domain
techniques was then carried forward by researchers who
wished to study emergent electrical phenomena in sin-
gle neurons by using Fourier techniques to tease apart
the components of the response (for a review see Ref. 5).
A distinctive property noted in some neurons using such
techniques is a peak in the impedance curve, that is, a
resonance (Box 1). The existence of a resonance in a
neuron indicates that it is able to discriminate between
its inputs, on the basis of their frequency content, so that
oscillatory inputs near the resonant frequency pro-
duce the largest responses. Resonances have now been
described in a number of excitable cell types such as
cardiac cells®, hair cells of the inner ear®, and various
peripheral” and central®*'* neurons.

There are a few well-documented examples where
frequency analysis has been used to demonstrate a close
association between resonance and subthreshold oscil-
lations of the membrane potential. In the neurons of
the inferior olive, a coordinated subthreshold oscillation
acts as a timing device to gate inputs'>'¢. These oscil-
lations require the presence of the low-voltage activated
Ca®" current (I,)". In slice recordings, impedance meas-
urements show that all olivary neurons display reso-
nance even if they do not oscillate (Fig. 1a). In neurons
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with subthreshold oscillations, the peak of the resonance
and the frequency of the oscillations coincide (Fig. 1b).
As evidence of their intimate relationship, both the
oscillations and the resonance are eliminated by phar-
macological block of I, (Ref. 13). In thalamic neurons,
a similar mechanism involving I, is responsible for a
resonance near the same frequencies'®'®,

Pyramidal neurons in the neocortex have two reso-
nances with different voltage dependence. A 1-2 Hz
resonance that occurs near the resting membrane
potential requires activation of the hyperpolarization-
activated cation current, I, (Ref. 12), whereas a 5-20 Hz
resonance (the exact frequency is voltage dependent) is
seen at potentials that are more positive than —55 mV
(Ref. 19). Two ionic conductances are implicated in the
generation of the more-depolarized resonance because
it is abolished by TEA (tetraethylammonium; a K* chan-
nel blocker), and strongly attenuated, but not altered in
frequency, by TTX (tetrodotoxin; a Na* channel blocker).
Furthermore, this resonance is associated with the spo-
radic occurrence of self-sustained subthreshold oscil-
lations of the membrane potential near the resonant fre-
quency. The oscillations require the full integrity of both
of the currents involved in the resonance because either
TEA or TTX abolishes them. The oscillations are inter-
preted as arising from an interaction between a TEA-
sensitive mechanism that generates a resonance and a
TTX-sensitive mechanism that is capable of amplifying
the resonance strongly to produce oscillations.

The possible functional importance of the resonance
and oscillations observed in thalamic and cortical
neurons lies in the known participation of these neur-
ons in various brain rhythms. The low-frequency reso-
nances in the cortex and thalamus appear suited to sup-
port the thalamocortical delta-wave oscillations that are
particularly prominent during deep sleep. The higher-
frequency oscillatory behaviour and underlying reso-
nance in pyramidal and inhibitory?® neurons of the
neocortex might have some involvement with higher-
frequency rhythms that appear in the cortex during
cognition?',

How to make resonance: rules of thumb

The examples above show there are diverse ways to
create resonance and oscillations in neurons. For-
tunately, there are some simple regularities that govern
these processes. In particular, as in the dual mecha-
nism that underlies the depolarized resonance in neo-
cortical cells, there is often a dissociation between the
basic mechanisms responsible for the existence of
resonance and the subsequent amplification of reso-
nance to generate oscillations. This allows the study of
these processes in relative isolation. The basic mecha-
nisms that establish resonance and how resonance
can be amplified and turned into oscillation will now
be considered.

Resonances in central neurons always arise from an
interplay between their active and passive properties.
In fact, to generate resonance it is necessary to combine
in a neuron two mechanisms that have specific fre-
quency-domain properties: one that attenuates voltage
responses to inputs that occur at high frequencies and
another that attenuates responses to inputs arriving at
low frequencies. The resulting combination of low- and
high-pass filtering behaviour effectively creates a notch
filter that is capable of rejecting inputs at frequencies
outside the pass-band.



There is no difficulty in locating which properties of
neurons result in low-pass filtering characteristics. The
mechanism is well known and ubiquitous. It is a fun-
damental property of all cells that the parallel leak con-
ductance and capacitance of the outer membrane forms
the equivalent of a filter that attenuates responses to
inputs at high frequencies. The mechanism that under-
lies low-frequency attenuation, however, is less well
known. Such mechanisms arise from the operation of
specific classes of voltage-gated currents. There are two
elementary rules for deciding which voltage-gated cur-
rents will act as high-pass filters and will therefore be
capable of combining with the passive properties of
neurons to produce resonance.

(1) Currents that actively oppose changes in mem-
brane voltage can produce resonance. In Fig. 2a, this
is demonstrated using a simulation model of an iso-
potential neuron with a voltage-gated current (/) that
has properties similar to a delayed rectifier. As can be
seen by comparing parts a and b in Fig. 2a, the voltage
changes in response to a current pulse are greatly reduced
by the addition of I,. By definition, all voltage-gated cur-
rents whose reversal potential falls near the base of
their activation curve will act in the same way to oppose
changes in membrane voltage actively. Examples of
such currents are outwardly rectifying K* currents and
inwardly rectifying I, (see Fig. 3a). The ability to oppose
voltage changes, however, is not yet sufficient to produce
resonance. One more requirement must be met.

(2) To produce resonance, currents that meet the cri-
terion above must, in addition, activate slowly relative
to the membrane time constant. This is demonstrated
once again for a model neuron with I, (Fig. 2a, part b).
The model shows the damped oscillations that occur
at the onset and offset of the response to an injected
current pulse as the slow Kinetics of I, force it to turn
on and off with a lag relative to the passive charging
of the membrane. The damped oscillations, often called
‘sag’ and ‘rebound’ in neurons, are the time-domain
signature of resonance. The same basic phenomenon
is seen in the response to a ‘ZAP’ (see Box 1) current
input where the slow kinetics of I, result in it being
most effective in tracking and opposing low-frequency
changes in membrane voltage. The net result is that I,
attenuates low frequencies and acts as a high-pass fil-
ter with a corner frequency set by its activation time
constant (Fig 2b). In addition, the low-pass filter formed
by the passive properties of the membrane has a corner
frequency set by the RC time constant. Resonance arises
at intermediate frequencies where inputs induce volt-
age changes at frequencies too high to be opposed by
I, and too low to be counteracted by the passive prop-
erties of the membrane. If there is not enough of a gap
between these high- and low-frequency regions of
attenuation, resonance will be eliminated. As a general
rule, the activation time constant for the voltage-gated
current should be slower than the membrane time con-
stant in order to produce resonance. If this criterion is
tulfilled, the resonant frequency lies between these two
time constants.

To summarize, slowly activating currents that actively
oppose changes in membrane voltage produce reso-
nance. The approximate frequency of the resonance
can be estimated when the values of the activation and
passive membrane time constants are known. Given that
the kinetics of resonant currents are voltage dependent,
the resonant frequency will also be voltage dependent.

REVIEW
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Fig. 2. Resonance is formed by the interaction of active and passive properties in a neuron.
(a) Properties of three models that have passive properties only (part a), passive properties plus
a resonant current, |, (part b), and passive properties, a resonant current and an additional
amplifying current, I,,,, (part c). For each model, the response to a pulse of current is shown on
the left, the response to a ‘ZAP’ input in the middle and the corresponding impedance magni-
tude on the right. The amplified resonance results in oscillations, and an enlargement and nar-
rowing of the resonant peak in the impedance magnitude. If the conductance of the amplifying
current is increased much beyond the value shown, the oscillations become self-sustaining and
the model acts like a pacemaker. (b) Demonstration of the separate contributions of the reso-
nant current and passive properties to resonance in the impedance (unbroken line). The broken
line shows the contribution of the resonant current (1) to the impedance. At low frequencies,
the effectiveness of |, at countering voltage changes is high, resulting in a small impedance.
This effect is reduced at frequencies above 1/27r,, where 7, is the time constant for activation
of I, On the other hand, the passive properties of the membrane (gray line) dominate the im-
pedance at frequencies above 1/2wt, where T, is the membrane time constant. The resonant
peak occurs between these frequencies.

Amplifying currents, amplified resonance
and oscillation

Although the rules for identifying resonant currents
have been explained, the story is not yet complete.
What is missing is the concept of an amplifying cur-
rent. Such a current is essentially the inverse of a reso-
nant current. Its reversal potential lies near the top,
rather than the base, of its voltage-activation curve
(Fig. 3); and it therefore actively potentiates, rather than
opposes, voltage changes (cf. parts b and c in Fig. 2a). In
addition, it activates quickly, rather than slowly, relative
to the membrane time constant. Amplifying currents
enhance voltage fluctuations through a weakly regen-
erative mechanism analogous to that responsible for
the rising phase of action potentials. Examples of such
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Fig. 3. Classification of voltage-gated currents. Each panel shows,
schematically, a possible arrangement of steady-state activation and
reversal potential (arrowheads) that can lead to either resonant (a) or
amplifying behaviour (b). The horizontal axes shows arbitrarily scaled
membrane voltage with depolarized values on the right. (a) Currents
that have their reversal potential at the base of their activation curves
can produce resonance. Resonance is strongest where the slope of the
steady-state activation curve is steep. There are two possible arrange-
ments depending on whether the current is activated by depolarization
or hyperpolarization. Examples of each possibility are listed above each
panel. (b) Currents with a reversal potential at the top of the activation
curve are amplifying. Examples of such currents that activate with de-
polarization are the persistent Na* current (I,,,,) the L-type Ca’* current
(1) and the NMDA-receptor current (1,,,,,). To date, there is no clear-
cut example of an amplifying current that is activated upon hyperpolar-
ization. (c) The low-threshold Ca** current produces an amplified res-
onance and can be understood as made up of two active mechanisms.
The inactivation process (broken line) produces a resonance, whereas
the activation process (unbroken line) is amplifying. Abbreviations: 1,,
hyperpolarization-activated cation current; I, outwardly rectifying K*
currents; I, low-threshold Ca®* current.

currents (Fig. 3) are the persistent Na* current, I, the
current that flows through NMDA-receptor channels,
I pa and the dihydropyridine-sensitive high-threshold
Ca®* current, I,.

Amplifying currents interact with resonant currents
to enhance resonance without greatly altering the res-
onant frequency. This is seen by comparing the ZAP
responses or the impedance curves in parts b and ¢ of
Fig 2a. If the resulting mechanism were to be described
in terms of electronic circuits, we would speak of a band-
pass amplifier rather than a band-pass filter. Amplified
resonance has been demonstrated empirically for the
interaction between I, and I, in somatosensory neo-
cortical neurons from rats'?, and again for I, and a
slowly activating K* current at depolarized potentials in
neurons from the frontal cortex of guinea pigs®.

When amplifying currents are of sufficient strength,
they are capable of coupling resonance to self-sustained
oscillations of the membrane potential. This can be
shown theoretically using simulation models but has
also been demonstrated empirically by Gutfreund
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et al.”(see Box 2). In such systems, two distinct currents
interact to produce emergent phenomena: amplified
resonances or spontaneous oscillations, whose fre-
quency is set by one partner and whose strength is set
by the other.

The oscillations and resonance caused by I in olivary
and thalamic neurons can now be understood in the
framework of resonant and amplifier currents. In brief,
I, is a special case where the resonant and amplifying
mechanisms have been packaged together in the same
current (Fig. 3c). The inactivation process of I, meets all
the requirements for producing resonance, whereas its
fast activation mechanism acts as an amplifier. The re-
sulting amplified resonance or spontaneous oscillations
occur at voltages that are centered on the region of over-
lap of the steady state activation and inactivation curves
(that is, the region of the ‘window’ current®?). The fre-
quency is determined by the Kinetics of I, inactivation.

Concluding remarks

There are many different ways to construct a reso-
nance or frequency preference in neurons. Despite the
differences, however, an underlying theme emerges that
allows a simple classification of the oscillatory charac-
teristics of neurons. To summarize, there are three
classes of frequency-dependent mechanism in central
neurons: (1) solitary resonances caused by unaided reso-
nant currents; (2) amplified resonances that arise from
the interaction of resonant and amplifying mechanisms;
and (3) spontaneous oscillations caused when a reso-
nant current interacts so strongly with an amplifying
current that the resting membrane potential becomes
destabilized. Only in this last class is the frequency
preference of the neuron overtly displayed as a pace-
maker oscillation. In the first two classes the frequency
preference of the neuron is latent and revealed only in
the presence of inputs.

Given the large diversity of voltage-operated channels
available, it is likely that every neuron in the brain has
a resonance under some set of conditions and within
some range of membrane voltages. A question therefore
arises: are resonances used by neurons or are they simply
epiphenomena?

A broad answer to this question is that, in nature, epi-
phenomena seldom remain epiphenomena for long;
they are the raw material for evolutionary advances. It
would be surprising to find that the brain has not
found a use for a set of mechanisms capable of tuning
neurons to specific frequencies, particularly in light of
the prevalence of robust brain rhythms. On a more-
specific level, it is obvious there are circumstances where
strongly amplified resonances are used to coordinate
the emergent pattern of network activity around a pre-
ferred frequency. This is the case in the inferior olive
and it might also apply to the thalamic participation in
delta- and spindle-wave generation®?*, In other brain
regions, functions for the subthreshold oscillations that
are observed have not yet been found. However, this
research is still in its infancy. Finally, for the weaker
resonances, it can be argued that the widespread pos-
session of a resonance of whatever strength aids neur-
ons in the integration of their inputs. In effect, the
establishment of even a weak resonance makes a
neuron a good listener for activity within a specialized
frequency band. A host of good listeners, mutually con-
nected, should tune networks to operate in frequency
ranges of special biological meaning.
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Box 2. From resonance, to oscillation and back via phase-plane analysis

As in the case of resonance, spontaneous oscillations in neurons arise
from an interplay of voltage-dependent conductances*’, where they
might have important roles in the timing and integration of neur-
onal inputs and outputs“*¢. Moreover, resonance and spontaneous
oscillations can coexist in the same system. A simple model, exam-
ined with the aid of tools developed for the branch of mathematical
analysis known as dynamical systems theory, demonstrates that res-
onance and spontaneous oscillations are two aspects of the same
basic phenomenon of frequency preference.

A mathematical model of an isopotential neuron with non-
inactivating K* and Na* conductances (g, and g,,, respectively) is
constructed according to the system of differential equations shown
below. To simplify matters, a reduced system of parameters governing
the kinetic and voltage behaviours of these conductances has been
used. The Na* conductance, for example, is assumed to activate in-
stantaneously, and the maximal conductances of both the voltage-
operated conductances are normalized by the amount of passive
leak conductance. Given such a system, one can ask whether differ-
ent combinations of the parameters result in oscillations or stable
behaviours. The results of such a stability analysis (found by inte-
grating the equations forward in time for each parameter set or using
an analytical equation) are encoded in a stability diagram such as that
shown in Fig Ia. It can be seen that specific combinations of g, and
8na Values result in a stable resting potential (blue), whereas others
result in destabilization of the resting potential and the consequent
appearance of spontaneous oscillations (red).
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A closer look at the behaviour of the system when it is in the blue
region in Fig. I shows that, although there are no spontaneous oscil-
lations, the system nonetheless retains a disposition towards oscil-
lation. This is seen by viewing so-called phase-plane diagrams of the
system. For any combination of parameters, the phase-plane portrait
shows the joint evolution of two or more dynamic variables of the
system following a perturbation. In this case, the variables are the
instantaneous values of the membrane voltage (v) and activation
level of the K* conductance (n). The arrowed lines in Fig. Ib represent
trajectories or orbits the system might follow if the values of the
variables were suddenly displaced and then released. The two phase-
plane portraits on the left, which correspond to the parameter com-

@) (b)
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binations at positions 1 and 2 in the stability diagram at the top, both
show the system eventually approaching a stable point (the resting
potential) after a perturbation. The spiral nature of these trajectories
reveals that the return to resting potential is oscillatory in these sys-
tems. The more-pronounced spirals in the phase-plane portrait in the
middle panel indicate that the system is strongly oscillatory owing to
the interaction of the resonant conductance (g;), and the amplifying
conductance (g,,) whose value is high relative to that of the system
in the portrait on the left. Thus, even when the system is in the sta-
ble blue region in the stability diagram, the model neuron can be
oscillatory to differing degrees. The intrinsic tendency to oscillate is
revealed as damped oscillations in the response to inputs such as the
modeled synaptic-like current inputs shown below each diagram.
Equivalently, if these stable systems are probed with oscillatory inputs,
a resonance is observed.

If the value of amplifying (g,,) conductance is raised more, the sys-
tem enters the red area of the stability diagram, the stability of the
resting potential is lost, and any perturbation of the system variables
eventually results in the system entering an orbit around a so-called
limit cycle. The limit cycle, which corresponds to a spontaneous, self-
sustained oscillation, is seen in the rightmost phase-plane diagram.
The time-domain trace below the diagram shows that the oscillation
has about the same frequency as the damped oscillations in the stable
systems. Moreover, an oscillatory current input to this spontaneously
active system will reveal a resonance near the frequency of the oscil-
lation. Thus, damped and spontaneous oscillations are seen as arising
from a single fundamental mechanism involving interactions between
voltage-and time-dependent conductances. As resonance measure-
ments are capable of probing such interactions independent of whether
the system lies in the stable or unstable regions of the stability diagram
(Fig Ia), they provide the most convenient way of investigating the
frequency preferences of neurons on a common basis.
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Calcium signaling in the ER:its role in
neuronal plasticity and neurodegenerative

disorders

Mark P. Mattson, Frank M. LaFerla, Sic L. Chan, Malcolm A. Leissring, P. Nickolas Shepel

and Jonathan D. Geiger

Endoplasmic reticulum (ER) is a multifaceted organelle that regulates protein synthesis and

trafficking, cellular responses to stress, and intracellular Ca’" levels. In neurons, it is distributed

between the cellular compartments that regulate plasticity and survival, which include axons,

dendrites, growth cones and synaptic terminals. Intriguing communication networks between ER,

mitochondria and plasma membrane are being revealed that provide mechanisms for the precise

regulation of temporal and spatial aspects of Ca’* signaling. Alterations in Ca’* homeostasis in

ER contribute to neuronal apoptosis and excitotoxicity, and are being linked to the pathogenesis

of several different neurodegenerative disorders, including Alzheimer’s disease and stroke.

Trends Neurosci. (2000) 23, 222-229

NDOPLASMIC RETICULUM (ER) is widely distributed

within neurons, being present in dendrites and den-
dritic spines, axons and presynaptic nerve terminals,
and in growth cones (Fig. 1), It is highly motile, rapidly
extending into and retracting from distal regions of
growth cones’, and congregating in stack-like structures
within dendrites in response to stimulation of metabo-
tropic glutamate receptors®. Microtubules and actin
filaments appear to have key roles in controlling ER
motility, as well as in its structure and function”®. ER
is continuous with the outer nuclear membrane and is
often associated intimately with plasma membrane and
mitochondria, which suggests functional coupling be-
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tween these structures’. It is classically divided into two
subtypes: ‘rough’ ER, which contains ribosomes and is
responsible for protein synthesis, and ‘smooth’ ER,
which can serve a particularly important role in Ca**
signaling. Although smooth and rough ER coexist in
neuronal cell bodies and proximal regions of axons and
dendrites, the specialized endings of neurites (growth
cones, axon terminals and dendritic spines) contain
mainly smooth ER. Emerging evidence suggests that,
by controlling levels of cytoplasmic free Ca** locally in
growth cones and synaptic compartments, ER regulates
functional and structural changes in nerve cell circuits
in both the developing and adult nervous systems.
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Intracellular Analysis of Relations between the Slow (<1 Hz)
Neocortical Oscillation and Other Sleep Rhythms of the

Electroencephalogram

M. Steriade, A. Nuiiez, and F. Amzica

Laboratoire de Neurophysiologie, Faculté de Médecine, Université Laval, Quebec, Canada G1K 7P4

The newly described slow cortical rhythm {(=~0.3 Hz), whose
depolarizing-hyperpolarizing components are analyzed in
the preceding article, is now investigated from the stand-
point of its relations with delta (1-4 Hz) and spindle (7-14
Hz) rhythmicity.

Regular-spiking and intrinsically bursting cortical neurons
were mostly recorded from association suprasylvian areas
5 and 7; fewer neurons were also recorded from pericruciate
motor and posterolateral visual areas. Although most cells
were investigated under various anesthetics, a similar slow
cortical rhythm was found in animals with brainstem tran-
section at the low- or high-collicular levels. These cerveau
isolé (isolated forebrain) preparations display the major sleep
rhythms of the EEG in the absence of general anesthetics.

In 38% of recorded cortical neurons (n = 105), the slow
rhythm was combined with delta oscillation. Both cellular
rhythms were phase locked to the slow and delta oscillations
in the surface- and depth-recorded EEG. In a group of this
cell sample (n = 47), delta activity occurred as stereotyped,
clocklike action potentials during the interdepolarization lulls
of the slow rhythm. In another neuronal subsample (n = 58),
delta events were grouped in sequences superimposed upon
the depolarizing envelope of the slow rhythm, with such se-
quences recurring rhythmically at =0.3-0.4 Hz. The asso-
ciations between the two cellular and EEG rhythms (1-4 Hz
and 0.3-0.4 Hz) were quantified by means of autocorrelo-
grams, cross-correlograms, and spike-triggered averages.

In 26 % of recorded neurons (n = 72), the slow rhythm was
combined with spindle oscillations. Regular-spiking cortical
neurons fully reflected the whole frequency range of thalam-
ically generated spindles (7—14 Hz). However, during similar
patterns of EEG spindling, intrinsically bursting cells fired
grouped action potentials (with intraburst frequencies of 100-
200 Hz) at only 2-4 Hz.

The dependence of the slow cortical oscillation upon the
thalamus was studied by lesions and stimulation. The siow
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rhythm survived extensive ipsilateral thalamic destruction
by means of electrolytic lesions or kainate-induced loss of
perikarya in thalamic nuclei that were input sources to the
recorded cortical neurons. To further prevent the possibility
of a thalamic role in the genesis of the slow rhythm, through
the contralateral thalamocortical systems and callosal pro-
jections, we also transected the corpus callosum in thalam-
ically lesioned animals, and still recorded the slow rhythm
in cortical neurons. These data indicate that the thalamus is
not essentially implicated in the genesis of the slow rhythm.
However, thalamocortical and callosal volleys (repeated pulse
trains at 10 Hz) were able to alter the cortical rhythm and to
transform it into faster oscillations. As a consequence of 10
Hz stimulation, some intrinsically bursting cortical neurons
developed a self-sustained activity within the same fre-
quency range and discharge patterns as in the final stage
of stimulation.

These results demonstrate that cortical neurons integrate
various sleep rhythms as a result of interactions between
thalamic and cortical networks. The final article in this series
(Steriade et al., 1993b) will describe the novel slow oscil-
lation in reticular thalamic and thalamocortical cells and will
discuss the reflection of slow thalamic oscillations back onto
cortical neurons.

[Key words: slow rhythm, delta rhythm, spindle rhythm,
sleep, EEG, neocortex, thalamus, intracellular recording]

In the first article of this series we described various components
building up the slow (<1 Hz) depolarizing-hyperpolarizing os-
cillation of neocortical cells recorded from different cortical ar-
eas (Steriade et al., 1993a). We now analyze the relations be-
tween this slow cortical rhythm and other sleep patterns of the
EEG. As global EEG activity reflects a variety of oscillations,
generated in the thalamus and cerebral cortex, we attempted to
study the association between the novel slow rhythm (mainly
at =0.3 Hz) and the two other sleep patterns within the fre-
quency range of delta waves (1-4 Hz) and spindles (7-14 Hz).
The dramatic synchrony between cellular and EEG activities
shown in the present article supports the data presented in the
preceding article, reporting that 88% of cortical neurons re-
corded from sensory, motor, and associational areas display the
slow oscillation. The fact that the slow neocortical rhythm co-
exists with the thalamically generated delta and spindle oscil-
lations in both single cortical cells and large neuronal networks
is indicative for the importance of traveling influxes in inter-
acting thalamocortical networks. We will show that the slow
cortical oscillation survives complete lesions of thalamic peri-



karya projecting to the recorded cortical areas, but that the
thalamus potently modulates the cortical rhythmicity.

Materials and Methods

Data reported in this article resulted from the same experiments on
adult cats as presented in the preceding article. Details on different
anesthetic agents, stimulation and recording procedures, and criteria for
neuronal identification by ortho- and antidromic responses to stimu-
lation of ipsilateral lateroposterior (LP) and rostral intralaminar cen-
trolateral (CL) nuclei as well as to stimulation of homotopic foci in the
contralateral cortex can be found in the preceding article (Steriade et
al.,, 1993a). Unless otherwise mentioned, the depicted neurons were
recorded under urethane anesthesia.

To rule out the possibility that the slow rhythm is due to a peculiar
action of urethane or other anesthetics, in four animals ketamine was
initially administered (40 mg/kg, i.m.) and large bilateral electrolytic
lesions were performed in the mesencephalic tegmentum, to reproduce
Bremer’s (1935) cerveau isolé (isolated forebrain) preparation displaying
spontaneous spindles and slower oscillations in the absence of large
doses of different anesthetics. Figure 1 in the preceding article (Steriade
et al., 1993a) showed the presence of the slow oscillation in naturally
sleeping cats and humans.

In six animals, extensive electrolytic or excitotoxic thalamic lesions,
including the pulvinar (PUL)-LP complex, mediodorsal (MD), centrum
medianum-parafascicular and CL~paracentral (PC) intralaminar nuclei,
ventroposterior (VP), ventroanterior-ventrolateral (VA-VL) complex,
as well as other thalamic nuclei, were made before recordings to deter-
mine whether the slow oscillation of cortical neurons recorded from
areas 5 and 7 is dependent upon thalamic input sources. The chemical
lesions were performed by injecting 0.1 ul of a saline solution containing
1% kainic acid at six different sites in the thalamus at anterior plane
10; the animals received, in addition to the usual anesthetics, benzo-
diazepine (Valium, 2.5 mg/kg). In the same preparations, the corpus
callosum was cut with a blunt spatula, at the level of the recorded cortical
area. Thus, those recorded cortical cells were deprived of their inputs
from both the thalamus and contralateral cortex.

Statistical analyses were performed by using the Brain Wave Systems
software. The study of rhythmicity and synchrony between simulta-
neously recorded cells were based on autocorrelograms, cross-correlo-
grams, and interspike interval histograms (ISIHs). When correlations
between spike discharges and electrocorticogram-electrothalamogram
(ECoG-EThG) slow waves were to be analyzed, we performed spike-
triggered averages (STAs). In the latter case, symmetrical periods of up
to 15 sec around the first action potential of the spike train composing
the slow cellular oscillation were extracted from slow waves and aver-
aged.

Results

This study is based on the same neuronal sample as the pre-
ceding article (Steriade et al., 1993a). Out of 277 cortical cells,
23 were recorded extracellularly and 254 intracellularly in as-
sociation suprasylvian areas 5 and 7 (n = 233), motor pericru-
ciate areas 4 and 6 (n = 25), and visual areas 17 and 18 (n =
19). The resting membrane potential (V,,) was —70.7 + 0.6 mV
(mean = SE), spike amplitude was 82.1 + 0.9 mV, and apparent
input resistance was 20.6 + 0.7 MQ. The recorded neurons
belonged to two classes: regular-spiking (slow- and fast-adapt-
ing) and intrinsically bursting cells. The input-output organi-
zation of cells was defined by orthodromic and antidromic ac-
tivation (see Fig. 5D), showing that many oscillating neurons
were callosal or corticothalamic elements receiving synaptic
projections from related thalamic nuclei and from homotopic
cortical areas in the contralateral hemisphere,

Urethane and ketamine (the latter supplemented by nitrous
oxide or xylazine) induced EEG patterns consisting of prevailing
slow and delta rhythms, but spindling was also observed at
different stages of anesthesia in 14 out of 50 animals. Under
deep barbiturate anesthesia, EEG spindling largely prevailed
over EEG delta waves.
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Relations between the slow (<1 Hz) and delta (1-4 Hz)
rhythms

The association of slow and delta oscillations in the same cor-
tical cell was observed in 38% of neurons (n = 105) recorded
from all three types of investigated cortical areas. Two patterns
of delta activities are described below: (1) clocklike action po-
tentials fired within the frequency range of 1-4 Hz and occurring
between the depolarizing phases of the slow rhythm (interde-
polarizations lulls), and (2) membrane oscillations within the
same delta frequency superimposed on the depolarizing phase
of the slow rhythm.

(1) The first pattern of combined (slow and delta) rhythm-
icities and the EEG correlates of these cellular activities were
seen in 47 out of 105 cells displaying the slow and delta oscil-
lations. Figure 14 shows that the association between the slow
(0.16 Hz) and delta (1.3 Hz) cellular rhythms took place in
parallel with enhanced amplitudes of ECoG and EThG slow
waves, reflecting the increase in cortical and thalamic synchro-
nization. From short-lasting slow depolarizations, giving oc-
casionally rise to one or a few spikes and separated by long
periods of neuronal silence, this cell developed to a siate char-
acterized by longer depolarizing envelopes and, between them,
spectacularly rhythmic single action potentials at 1.3 Hz.

Further analysis of the slow rhythm in this neuron revealed
that the amplitude of action potentials superimposed on the
slowly recurring depolarizations was about 20% smaller than
that seen during the lulls between the slow depolarizations (Fig.
1B). This betrays changes in membrane conductance, due to
intrinsic and synaptic factors underlying this slow depolarizing
event (see Steriade et al., 1993a). In addition to repetitive EPSPs
summed into the long-lasting depolarizing component, isolated
IPSPs were observed at a V,, more positive than —70 mV (see
asterisk in Fig. 1B).

The two (slow and delta) cellular rhythmicities and their re-
lations to the field potentials recorded from the cortex and thal-
amus were also detected by first- and second-order statistics and
STAs.

The autocorrelograms (Fig. 24, B) show multiple major peaks
recurring every =6 sec, reflecting the slow rhythm at 0.16 Hz,
as well as minor peaks every =0.75 sec (arrowheads), reflecting
the delta thythm at 1.3 Hz. The smaller amplitude of delta
peaks, as compared to those reflecting the slow oscillation, is
due to (1) the smaller number of action potentials contributing
the thalamicaily generated deita rhythm, as compared to those
building up the slow cortical oscillations, and (2) resetting of
the delta oscillation in the cortex by the rhythmic occurrence
of the slow rhythm.

The analysis of the interspike interval (ISIH) distribution (Fig.
2C) revealed two peaks: (1) an early major mode at =~0.04-0.12
sec, reflecting the ~10-20 Hz frequency of spike trains during
the depolarizing envelopes, and (2) a late mode at =~0.7-0.8 sec,
reflecting the silence periods between the single action potentials
recurring at delta frequency (Fig. 2C, arrowhead). That the early
mode did not reflect firing at 10-20 Hz due to spindle input
from the thalamus is indicated by the presence of similar dis-
charge rates on the depolarizing envelopes in thalamically le-
sioned animals, in which spindling is abolished (see Figs. 10,
12).

Finally, we averaged ECoG and EThG waves triggered by the
first action potential in the depolarizing envelopes (dotted line
in Fig. 2D). The STA shows that each depolarizing envelope
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Figure 1. Slow (0.16 Hz) and delta (1.3
Hz) rhythms in regular-spiking, fast-
adapting cell recorded at a depth of 0.6
mm in area 5. The neuron was synap-
tically driven from the LP and CL tha-
lamic nuclei (at latencies of 3 and 2
msec, respectively) and from the con-
tralateral area 5 (at a latency of 12 msec).
A, Progressive buildup of both slow and
delta oscillations with increasing EEG
synchronization. Surface ECoG was re-
corded in area 5, 3 mm rostral to the
impaled cell. EThG was recorded from
the LP nucleus, through the same elec-
trode that was used to drive the cell.
Note the close relation between the slow
cellular rhythm and the slow rhythm of
ECoG and EThG wave complexes. B,
Same cell, with fully developed slow and
delta rhythms during later EEG-syn-
chronized epoch. Periods marked by
horizontal bars are expanded below
(spikes are truncated) to show the de-
tails of repetitive spikes during the de-
polarizing envelopes and some IPSPs
(asterisk). In this and following similar
figures, resting V,, is indicated.
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recurring with the slow rhythm (0.16 Hz) is coincident with a
complex of EEG waves, starting with a sharp deflection and
followed at =0.3-0.4 sec by a sequence of spindle waves at =10
Hz. Between the depolarizing envelopes, EEG delta waves are
visible (arrowheads in middle trace of Fig. 2D), recurring at the
same rhythm (1.3 Hz) as the stereotyped, periodic single action
potentials depicted in Figure 1.

(2) The grouped delta events recurring with a slow rhythm
were observed in 55% of the 105 cell sample. Phasic depolari-
zations and action potentials, occurring within a frequency range
of 3—4 Hz, were superimposed on slow depolarizing envelopes
recurring with the slow (0.3-0.4 Hz) rhythm (Fig. 34). In a few
cells (n = 5), we recorded similar events with QX-314-filled
pipettes and observed that depolarizing waves, with an ampli-
tude of =15 mV, a duration of 50-100 msec, and a frequency
of 2-3 Hz, grouped in sequences repeating every 3—4 sec, sur-
vived the blockage of full Na+ spikes (data not shown).

In addition to intracellular recordings of regular-spiking neu-
rons, as depicted in Figure 34, we observed the same association
of slow and delta rhythms in extracellular recordings. The dis-
charge pattern of the neuron depicted in Figure 3B suggests its
intrinsically bursting nature (see below intracellular recordings
of similar bursting cells). The delta (34 Hz) oscillations of spike
bursts, grouped in slowly recurring (0.3-0.4 Hz) sequences, were

20mVv

20mVv

closely related to similar rhythms in focal waves reflecting ac-
tivities in a pool of neighboring cortical neurons.

While the aspect of focal waves illustrated in Figure 3B points
to the summated activity of a neuronal group, synchronously
displaying both delta and slow rhythms, this should not be taken
as a general rule. With simultaneous extracellular recordings of
two cells, both generally displayed the slow rhythm, but in less
than half of such double recordings was the delta rhythm syn-
chronously observed. The distribution of interspike intervals in
the neuronal couple of Figure 44 shows that only cell b displayed
a late mode (between 0.3 and 0.5 sec), thus suggesting that a
delta rhythm (=2.5 Hz) may be present. This was confirmed by
autocorrelation analyses (Fig. 4B). Both cells, a and b, oscillated
at 0.2 Hz, as seen from muitiple peaks at =5 sec, but only cell
b also exhibited multiple peaks reflecting a delta rhythmicity at
2.5 Hz (see inset). The two cells were synchronized in their slow
oscillation (Fig. 4C), which was time-related with a similar
rhythm of the surface EEG (Fig. 4D; compare Fig. 2D).

Relations between slow (<1 Hz) and spindle (7-14 Hz)
rhythms

Combined spindle and slow rhythms were found in 26% of
recorded neurons (7 = 72). Both regular-spiking and intrinsically
bursting neurons displayed the slow cortical rhythm, but they
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had a differential propensity to follow the rhythmically syn-
chronized spindle oscillations, known to be generated in the
thalamus (see Steriade et al., 1990b).

(1) Regular-spiking cells (n = 58) exhibited the slow rhythm
and also fully reflected the rhythm of thalamic spindles. The
corticothalamic cell recipient of thalamocortical inputs depicted
in Figure S (see D for physiological identification) oscillated with
slowly recurring prolonged depolarizations, in close temporal
relation with a similar rhythm of the EEG (Fig. 54). Embryos
of spindling were already visible at this stage of anesthesia on
the top of some surface-positive EEG waves. A change in the
EEG pattern (Fig. 5B,C) was associated with a diminished du-
ration of cellular depolarizing envelopes and a reduction of the
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Figure 2. Analyses of slow and delta
cellular rhythms related to activity pat-
terns of ECoG and EThG (same cell as
in Fig. 1). 4, Autocorrelogram showing
slow rhythm (0.16 Hz) as well as small-
er peaks (two arrowheads) indicating
delta rhythmicity (1.3 Hz) between de-
polarizing phases of slow rhythm (0.2
sec bin width and 100 sec window). B,
Detail of A to show the delta peaks (three
arrowheads). C, ISIH of cell firing dur-
ing the analyzed epoch (50 msec bin).
The first mode (=0.1 sec) reflects the
~10 Hz repetitive discharges during the
depolarizing envelopes recurring at the
slow rhythm (0.16 Hz), while the sec-
ond mode (=0.7-0.8 sec, arrowhead)
reflects the delta rhythm (1.6 Hz) of sin-
gle spikes between the slowly recurring
depolarizing envelopes (see the original
recordings in Fig. 1B). D, STA over a
time period of 15 sec centered around
the first action potential occurring dur-
ing the slow rhythm of depolarizing en-
velopes (dotted line). The averaged in-
tracellular trace (n = 15) is depicted with
the averaged ipsilateral ECoG and ip-
silateral EThG from the LP nucieus.
Note three sequences of slow rhythm,
spindle waves (=7-8 Hz) following the
initial event of the slow rhythm, and
delta waves (=1.3 Hz, two of them
marked by arrowheads) between the
slow rhythm.

superimposed discharges. At this point, steady hyperpolarizing
currents blocked the majority of action potentials associated
with the slow (0.2 Hz) depolarizations and revealed the spindle
rhythm at 10-11 Hz. The amplitude of cellular spindle waves
significantly increased toward the middle of the depolarizing
envelopes when they reached =10 mV, each of them lasting for
=40 msec (see inset in Fig. 5C).

(2) By contrast, intrinsically bursting neurons (n = 14), as
identified by their burst responses to depolarizing current pulses
(see Discussion), could not follow the spindle rhythmicity in its
full extent. In spite of an EEG pattern demonstrating the clear
presence of cortical spindles, grouped in slowly recurring se-
quences, the discharges of bursting neurons were only related
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Figure 3. Delta (34 Hz) cellular os-
cillations grouped within sequences re-
curring with a slow (0.3-0.4 Hz) rhythm.
A, Intracellular recording of a regular-
spiking, slow-adapting neuron at a depth
of 0.8 mm in area 5, driven synaptically
from LP thalamic nucleus and back-
fired (3.5 msec latency) from the CL
intralaminar thalamic nucleus. Parts
marked by horizontal bars (1, 2) in the
upper trace are expanded below. B, Ex-
tracellular recording of a bursting neu-
ron at 0.6 mm in area 7, convergently
excited by LP and CL thalamic nuclei.
Below the cellular trace, focal waves re-
corded through the same micropipette
and gross EEG waves recorded from the
cortical surface are depicted. The se-
quence of spike bursts marked by one
and two asterisks are expanded below.

i

Focal

to the slow rhythm, but did not follow the 7-14 Hz rhythm of
spindles. During EEG spindle sequences, the neuron in Figure
6 oscillated with repetitive (=30 Hz) spikes eventually leading
to well-formed spike bursts at >100 Hz, but the frequency of
such groups of discharges did not exceed 2 Hz.

A similar aspect was seen in intrinsically bursting cells re-
corded under deep barbiturate anesthesia. Several EEG and
cellular phenomena distinguished this type of anesthesia from
those described until now (urethane and ketamine). First, spin-
dling was overwhelming (Fig. 74), even more so than in the
isolated forebrain, a preparation characterized for its propensity
to spindling (see below, Fig. 9). Between sequences of spindle
waves recurring with a slow rhythm (0.1-0.2 Hz), waves at the
upper range of delta or even higher were observed, but their
amplitudes were not as high as those of spindles (Fig. 74). Sec-
ond, the thalamic and cortical synchrony of EEG spindle se-
quences was spectacular. This was seen between the thalamus
and ipsilateral cortex, but also with the contralateral cortex (see
the exception of a nonsynchronous spindle sequence in the con-
tralateral cortex in Fig. 74, open arrow). Third, under barbi-
turate anesthesia, we never recorded cellular activities within
the frequency of delta waves, such as the stereotyped action
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potentials illustrated in Figure 1. In these conditions, regular-
spiking cells faithfully followed the frequency of thalamic spin-
dles (see Fig. 6.20 in Steriade et al., 1990b). At variance, in-
trinsically bursting neurons (Fig. 7) oscillated at frequencies
much lower (4-6 Hz) than the rhythm of the simultaneously
recorded EEG spindle (=12-13 Hz). The intraburst frequency
in these two cells was =150-200 Hz (see expanded records in
Fig. 74,B). The rhythm of cellular oscillation was lower than
the frequency of EEG spindle waves even when the cells did
not discharge spike bursts, but single spikes (Fig. 74,,B), and
even when slight hyperpolarization blocked spike firing and only
subthreshold spindle oscillations were recorded (see cellular
spindle sequence at 6 Hz, extreme right in Fig. 74,, compared
to EEG spindles at 12-13 Hz).

As mentioned above, the slow rhythm was predominant dur-
ing urethane anesthesia, whereas spindle oscillations occurred
more infrequently in this experimental condition. Administra-
tion of small doses (0.5-2 mg/kg, i.v.) of a short-acting barbi-
turate in a urethane-anesthetized animal produced an EEG
change, from the slow rhythm (0.3 Hz) to sequences of fast
spindles recurring with a rhythm of 0.6 Hz (Fig. 8). Correla-
tively, the intracellular recording showed that the prolonged
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(=1-1.5 sec) depolarizing envelopes constituting the slow rhythm
under urethane developed into faster recurring (0.6 Hz) depo-
larizations, with much shorter duration (=0.4 sec).

Intracellular recordings in isolated forebrain preparations

The possibility that urethane produces a slow rhythm that could
not be otherwise detected, such as during natural EEG-syn-
chronized sleep, was investigated by intracellular recordings of
cortical cells in a brainstem-transected preparation that does
not require large doses of anesthetics. It is known that full so-
matosensory deafferentation is produced by a cut rostral to the
pontine site of trigeminal nerve’s entrance. The best preparation
exhibiting EEG synchronization with large-amplitude waves
within the frequency range of different sleep oscillations is the
animal with a transection at the low- or high-collicular level
(Bremer, 1935). The EEG pattern depicted in Figure 9 is indic-
ative of spindles (=9 Hz) and delta (= 1-2 Hz) and slow (=0.3
Hz) rhythms, similarly to the bioelectrical activity recorded dur-
ing natural sleep. Out of 18 recorded neurons in cerveau isolé
preparations, 13 displayed the slow rhythm (Fig. 9), that is, a
proportion similar to that found in deeply anesthetized animals.

The slow cortical rhythm survives extensive thalamic lesions

To determine whether or not the slow rhythm of cortical as-
sociation neurons is critically dependent on the thalamus, we
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Figure 4. Slow and delta rhythms in
two simultaneously (extracellularly) re-
corded neurons at 1.3 mm in motor
area 4: single-spike discharging cell a
and bursting cell b. 4, ISIHs with 10
msec bins. Cell b displayed, in addition
to the early mode of short intervals re-
flecting the intraburst intervals, a late
mode between 0.3 and 0.5 sec reflecting
the grouped spikes within the delta fre-
quency (=~2.5 Hz). B, Autocorrelo-
grams (0.1 sec bin width and 50 sec
window) showing the slow rthythm (0.2
Hz) in both cells. The delta rhythm (2.5
Hz) within the slowly (0.2 Hz) recurring
discharge sequences in cell b is depicted
in the expanded inset (arrow). C, Cross-
correlograms showing the synchrony
between the two cells (cell a taken as
reference; 0.1 sec bins and 30 sec win-
dow). D, STA between the initial action
1s potential in the discharge train of cell
a and ipsilateral ECoG.

made extensive electrolytic or kainate-induced lesions of tha-
lamic nuclei known to project to areas 5 and 7, that is, the PUL-
LP complex, intralaminar CL-PC wing, and VA nucleus (see
Jones, 1985). The chemical lesion depicted in Figure 104, per-
formed 2 d before the recording session, is a typical example
for such experiments. We found a total loss of perikarya and
their replacement by a massive gliosis in the PUL-LP, CL-PC,
VA-VL and anteromedial-anteroventral (AM-AYV) nuclear
complexes, as well as =80% loss of cells in ventromedial (VM),
VP complex, and MD nucleus (Fig. 104,-4,), more than nec-
essary to deprive areas 5 and 7 of their thalamic inputs com-
pletely. Since, as shown below, the slow rhythm was still re-
corded in the neocortex, in three animals we also made callosal
sections in the commissural region connecting areas 5 and 7 of
both hemispheres (Fig. 10B), in order to prevent the possibility
that contralateral suprasylvian areas, driven from the thalamus,
could induce the slow rhythm.

With recordings of both regular-spiking and intrinsically
bursting cortical cells, we were able to demonstrate the presence
of the slow rhythm in thalamically disconnected areas 5 and 7
cells (n = 24). (1) In experiments with only thalamic lesions
(without callosal cuts), we could identify the recorded cells as
projecting to, or receiving direct inputs from, contralateral area
5 or 7. Such neurons oscillated at 0.3-0.4 Hz, identically to
those recorded in the intact brain. An example is illustrated in
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Figure 5. Slow rhythm and spindle
oscillation: intracellular recording of
regular-spiking, slow-adapting, corti-
cothalamic cell, recorded at 1.5 mm in
area 7. A-C show cellular activities dur-
ing increasing EEG synchronization
under urethane anesthesia. Oblique ar-
rows in B and C indicate application of
steady hyperpolarizing currents (—0.5
nA in B, and more ~0.4 nA in C) to
reveal sequences of cellular spindles
(=10-11 Hz) recurring with the slow
rhythm (=0.2 Hz). The intracellular
spindle marked by horizontal line in C
is expanded in inset (spikes truncated).
D, Synaptic activation (7.5 msec laten-
cy) from CL thalamic nucleus; anti-
dromic discharge (2.2. msec) followed
by slow depolarization (peak at 18
msec), occasionally leading to spike dis-
charge, in response to LP thalamic nu-
cleus; and faithful following of fast
(=230 Hz) antidromic LP volleys.

Figure 6. Intrinsically bursting neu-
ron does not follow the frequency of
spindle oscillation: area 5 neuron at a
depth of 1.3 mm, convergently driven
from LP thalamic nucleus and contra-
lateral cortex. Note EEG spindle waves
(=9 Hz) recurring with the slow rhythm
(0.3 Hz). The burst sequences occurred
in close time relation with the EEG slow
rhythm, but the thythm of cellular bursts
was much slower (=~3—4 Hz) than that
of spindles. Period marked by horizon-
tal line is expanded above.
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Figure 114, with an intrinsically bursting cell firing stereotyped
spike bursts at the onset of rhythmically recurring depolariza-
tions. The bursts generally consisted of five or six action poten-
tials, displaying one or two initial intervals of =10-12 msec,
eventually leading to high-frequency (160-180 Hz) spikes. The
callosally evoked spike bursts rode on a 30-40 msec EPSP (inset
in Fig. 114). (2) The slow cortical oscillation survived in animals
having, in addition to massive thalamic destruction, callosal
cuts disconnecting the right and left association suprasylvian
cortices (Fig. 11B).

The physiological evidence that thalamocortical systems re-
lated to suprasylvian cortical neurons were out of function in
these experiments using electrolytic or chemical lesions was
provided by the absence of spindling in the cortical EEG. It is
known that, after transections of corona radiata disconnecting
the cortex from the thalamus (Steriade et al., 1987) or discon-
nection of thalamocortical cells from the thalamic pacemaking
neurons of spindle oscillations (Steriade et al., 1985), cortical
spindles are abolished, whereas slower sleep rhythms are pre-
served. This aspect was also observed in the present experiments
with thalamic lesions (Fig. 124). Moreover, administration of
a short-acting barbiturate, well known for its potency in inducing

Figure 7. Slow rhythm of barbiturate
spindling and associated firing of in-
trinsically bursting neurons: recordings
under deep (35 mg/kg) pentobarbital
anesthesia. Two cells were recorded
from area 5, at depths of 1 mm (4) and
1.5 mm (B). A, Simultaneous record-
ings of cellular spindling, ipsilateral
EThG from CL intralaminar nucleus,
and ipsilateral as well as contralateral
ECoGs from area 5. Cellular spindle se-
quence marked by asterisk in 1 is ex-
panded in 2; part of the spindle in 2
marked by horizontal line is further ex-
panded in 3 to show the pattern of spike
bursts. Slight DC hyperpolarization in
1 is marked by obligue arrow. Open ar-
row on contralateral ECoG trace marks
a spindle sequence that was not syn-
chronous with the cell and ipsilateral
EThG and ECoG spindling. B, A cel-
lular spindle sequence in another cell;
burst indicated by asterisk is expanded
at right.

50m|

20 ms

spindling, was not followed by cortical spindle oscillations in
thalamically lesioned preparations; only slower EEG rhythms
were present (Fig. 12B). At the cellular level, the effect of bar-
biturate administration was a change in the duration of rhythmic
depolarizing envelopes and, consequently, an alteration in the
frequency of the slow oscillation. Before barbiturate adminis-
tration, the mean duration of cyclic depolarizations was >1 sec
and the frequency of slow rhythm was ~0.3 Hz, whereas 15-
20 sec after thiamylal injection the mean duration of depolar-
izations was <0.5 sec and the frequency of the slow rhythm
rose to ~0.7 Hz (Fig. 12).

Modulation of the slow cortical rhiythm by afferent drives: self-
sustained changes after thalamic and cortical stimulation

Although the data presented above indicate that the thalamus
is not involved in the genesis of the slow cortical rhythmicity,
electrical stimulation of appropriate thalamic nuclei induced
short- or long-lasting changes in target cortical neurons. As a
rule, the slow rhythm was disrupted by thalamic single shocks,
inducing long-lasting IPSPs in cortical cells, but this change did
not outlast stimulus application (Fig. 134). Much less com-
monly (n = 3), the slow rhythm (0.3-0.4 Hz) changed its fre-
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Figure8. Effect of small dose of short-
lasting barbiturate in urethane-anesthe-
tized animal: regular-spiking cell in area
5b (depth 0.5 mm). A4, Slow rhythm
(=0.3 Hz) of cellular activity during
urethane anesthesia. Part indicated by
horizontal line is expanded below (spikes
truncated). B, Same cell after 2 mg/kg
intravenous administration of a short-
lasting barbiturate (thiamylal). Part in-
dicated by horizontal line is expanded
below (spikes truncated).

EEG

quency to a higher one, within the delta frequency range (1-2
Hz), after repeated trains of thalamic stimuli inducing incre-
mental responses of the augmenting type. Importantly, such a
change outlasted thalamic stimulation for 25-40 sec (Fig. 13B).

Dramatic changes in cortical rhythmicity, with persistent al-
terations of cellular activity after the cessation of stimuli, could
be induced by repetitive shocks to the contralateral association
cortex in thalamically lesioned animals. The intrinsically burst-
ing, layer V cell, recorded from area 7 in an animal with an
extensive thalamic lesion (Fig. 144), oscillated at the slow rhythm
(0.4 Hz). Stimulation of contralateral area 7 with trains of five
shocks at 10 Hz induced augmenting responses, similar to those
elicited by thalamic stimulation in a brain-intact preparation.
This result is in line with previous data showing that cortical
augmenting responses can be elicited by white matter stimu-
lation even after destruction of appropriate thalamic nuclei
(Morin and Steriade, 1981; Ferster and Lindstrom, 1983). The
pattern of incremental corticocortical responses changed with
the progressive repetition of pulse trains, displaying an increased
number of action potentials within each evoked burst on a back-
ground of V,, depolarization by =7 mV (Fig. 14B). After the
interruption of cortical stimulation, the neuron discharged spon-
tar.vously spike bursts at 10-12 Hz (very similar to those evoked
in the last period of cortical stimulation), interrupted by long
spike bursts recurring with the slow rhythm (0.4 Hz).

20mV

B (barb
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Discussion

The variety of cortical sleep oscillations

We have demonstrated that, during states mimicking natural
EEG-synchronized sleep, the neocortical electrical activity is
characterized by three major types of oscillations within the
frequency range of 0.3 Hz, 1-4 Hz, and 7-14 Hz. This is valid
for animals maintained under deep anesthesia as well as for
deafferented, brainstem-transected, undrugged preparations.
Parallel studies performed in this laboratory by means of mul-
tisite cellular recordings in the neocortex and thalamus of nat-
urally sleeping cats and EEG recordings during human sleep
have shown that this variety of oscillations also characterizes
the normal behavioral state of quiescent sleep (see also Fig. 1
in Steriade et al., 1993a).

The interest of our findings mainly consists of revealing the
diversity of sleep oscillations, with each of different rhythms
arising from given intrinsic cellular properties or synaptic mech-
anisms, but all combined into patterns of activities generated
by complex synaptic articulations in intracortical, intrathalamic,
and corticothalamocortical networks. Until quite recently, it was
assumed, on the basis of incomplete evidence, that the thalamus
is the site of genesis of spindle oscillations while the cortex
generates delta waves (Steriade et ai., 1990b) and the corticai
oscillation grouping EEG delta waves with a rhythm at ~0.3
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Hz was not known. The present set of experimental data provide
evidence that, although the intrinsic electrophysiological prop-
erties are of fundamental importance for the propensity of single
neurons to oscillate (Llinas, 1988), the detailed analysis of neu-
ronal substrates underlying the rhythms distinguishing various
states of vigilance can be achieved only by intracellular record-
ings in a preparation with preserved circuitry, the condition
under which billions of elements are interacting as a unity to
generate the global electrical activity of the brain.

Interaction between slow and delta oscillations

The common designation of “sleep delta waves’ under the fre-
quency range from 0.5 to 4 Hz, as generally used in clinical EEG
and experimental studies of brain rhythms, conceals at least two
rhythms with different sites of genesis and dissimilar neuronal
mechanisms. The intrinsic cellular properties and synaptic
mechanisms involved in the genesis of the slow neocortical
rhythm (<1 Hz, mainly =0.3 Hz) are the topic of the preceding
article (Steriade et al., 1993a). The assumption that the slow
rhythm is generated within the cortex is substantiated by the
present results showing the survival of this oscillation in thal-
amectomized preparations. The thalamic origin of delta (14
Hz) rhythm and the interaction between delta and slow rhythms
through thalamocortical circuits are discussed below.
Although delta sleep activity was classically regarded as a
rhythm arising in the cerebral cortex because laminar analyses
of these waves found vertical sink—source relationships to EEG
potentials at various cortical depths (Ball et al., 1977; Petsche
et al., 1984), there is now accumulating evidence that delta
activity also originates in the thalamus and is transferred to
cortical neurons in different layers. Within the cortex, active
excitatory—inhibitory synaptic processes and long-lasting intrin-
sic currents build up the delta waves, as reflected at the cortical
surface. Earlier extracellular studies have reported spike bursts
within the delta frequency range (2—4 Hz) in VL and dorsal

The Journal of Neuroscience, August 1993, 13(8) 3275

Figure 9. The slow cortical rhythm is
present in the undrugged cerveau isolé
preparation: regular-spiking, slow-
adapting cell recorded at a depth of 0.5
mm in area 7. The cellular depolarizing
envelopes and the EEG sequences of
spindle waves synchronously recurred
with the slow rhythm (=0.4 Hz). 4 and
B are continuous recordings; slight DC
depolarization from resting V,, (—65
mV) was applied in B (obligue arrow)
to show the pattern of neuronal dis-
charges.

20mV

lateral geniculate (dLG) thalamic nuclei (Lamarre et al., 1971;
McCarley et al., 1983). Some of these spike bursts could have
been delta events. However, it is now known from intracellular
studies that such slowly recurring spike bursts may well reflect
spindles, not necessarily delta oscillations, because thalamo-
cortical cells do not discharge postinhibitory rebound bursts
after each IPSP related to the spindle frequency (7-14 Hz), but
only one burst after two, three, or more IPSPs (Roy et al., 1984;
Steriade and Llinas, 1988). Besides, at least in the case of VL
thalamic nucleus, spike bursts at the same frequency as delta
(1-2 Hz) may be the consequence of spike barrages with a similar
frequency in afferent neurons recorded from deep cerebellar
nuclei (Steriade et al., 1971).

That a stereotyped delta oscillation between 1 and 4 Hz is
indeed generated in the thalamus was unambiguously demon-
strated in recent intracellular studies of thalamocortical cells
recorded from dLG and VP slices (McCormick and Pape,
1990a,b; Leresche et al., 1991; Soltesz et al., 1991) and from a
variety of sensory, motor, associational, and intralaminar tha-
lamic nuclei in vivo (Steriade et al., 1991; Currd Dossi et al.,
1992; Nuiiez et al., 1992a). McCormick and Pape (1990a) have
proposed a model of delta oscillation resulting from the interplay
between two membrane intrinsic currents present in thalamic
cells: (1) a hyperpolarization-activated inward (anomalous) rec-
tifier carried by Na+ and K+ (I,) (Pape and McCormick, 1989),
and (2) a transient Ca?* current (/,) underlying the low-threshold
spike (LTS) giving rise to bursts of high-frequency, fast Na+
action potentials (Jahnsen and Llinas, 1984a,b). According to
this model, the hyperpolarization of thalamocortical cells ac-
tivates the I,, which depolarizes the membrane toward threshold
for a Ca?+-dependent LTS crowned by a burst of Na+ fast spikes;
this depolarization inactivates the I, and the resulting hyper-
polarizing overshoot again triggers the 7,, which depolarizes the
membrane toward another LTS. The cycle could ideally repeat
forever provided that the two processes of I,~I, activation—in-
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Figure 11. Slow (0.3-0.4 Hz) rhythms of suprasylvian cortical neurons
after extensive lesions of thalamic inputs. 4, Intrinsically bursting cell
at 1.1 mm in area 5. Bursts marked by one and two asterisks are ex-
panded below. Inset, Spike doublet and, below, EPSP elicited by stim-
ulation of contralateral area 5 with decreasing stimulus strengths (ar-
rowheads). B, Regular-spiking cell at 0.5 mm in area 7. In this animal,
corpus callosum was also transected. Rhythmic depolarizing envelopes
at the resting ¥,, (—80 mV) are seen, with action potentials upon DC
depolarization (right part in upper trace), and further depolarization to
—60 mV (bottom trace). Part marked by horizontal bars on bottom trace
is expanded at right to show a period (0.5 sec) of silenced firing after
the repetitive spikes riding on the depolarizing oscillation.

activation alternate with one another. The role of voltage-de-
pendent currents in the genesis of thalamic delta oscillation is
demonstrated by abolition of this rhythm after administration
of I, and I, blockers, Cs* and Ni**, respectively (Leresche et
al., 1990; McCormick and Pape, 1990a; Soltesz et al., 1991). It
is also worth mentioning in this context that, although cortical
cells also possess the I, (Spain et al., 1991), at least in areas 5
and 7 they do not display the intrinsic delta oscillation, because
the proportion of cortical association neurons having the 7, un-
derlying the LTS is quite low (10%) and the level of hyperpo-
larization required to deinactivate this current is around —90
to —100 mV (Nufiez et al., 1993).

Thus, delta oscillation is generated by two currents of thal-
amocortical cells when their V,, is hyperpolarized by about 10—
15 mV. This alteration occurs during natural slow-wave sleep
(Hirsch et al., 1983), mainly because of the decrease in firing
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Thalamic lesion

Figure 12. Slow cellular thythm (0.3 Hz) of area 7 neuron in animal
with extensive thalamic lesion and the effect of thiamylal (2.5 mg/kg,
Lv.).

rates of activating cholinergic and monoaminergic brainstem
neurons (reviewed in Steriade and McCarley, 1990). Indeed, the
depolarization of thalamic cells by setting into action meso-
pontine cholinergic neurons (Currd Dossi et al., 1991) leads to
blockage of rhythmically recurring LTSs within the frequency
range of delta oscillation (Steriade et al., 1991). Another factor
leading to the hyperpolarization of thalamic neurons during
slow-wave sleep is the decreased firing rates of corticothalamic
cells (Steriade, 1978). During waking, the cortical input produces
a prolonged depolarization of thalamic cells resulting from a
reduction in a resting K+ conductance, I, through the acti-
vation of glutamate metabotropic receptors (McCormick and
van Krosigk, 1992). After removal of the powerful depolarizing
impingement of cortical origin, thalamic neurons are hyper-
polarized by about 10 mV and, consequently, spontaneous delta
oscillations are seen in virtually all recorded neurons (Currd
Dossi et al., 1992).

How are singly oscillating thalamic cells synchronized into
neuronal ensembles, and how is it that a stereotyped, clocklike,
intrinsic oscillation is transformed into polymorphous, irregular
EEG delta waves?

(1) First, although delta is typically an intrinsic oscillation of
single neurons, it cannot be reflected at the macroscopic level
of the EEG unless thalamic neurons are synchronized (Steriade
etal., 1991). This process is mainly achieved through long-range
(reticular, RE) or short-range (local-circuit) GABAergic inhib-
itory thalamic neurons and, in some cases, through synaptic
coupling between thalamocortical cells. Both inhibitory (RE and
local-circuit) thalamic cellular types can effectively set the V,
of thalamocortical neurons at the required level for the genesis
of the hyperpolarization-activated delta rhythm.

The role of RE neurons is indicated by the fact that poten-
tiation and synchronization of thalamic delta rhythmicity may
result from stimulation of cortical areas that are not directly
related to the recorded thalamic neurons (Steriade et al., 1991).
It is known that rostrolateral sectors of the RE nuclear complex
are convergently afferented by multiple cortical areas and, in
turn, project to widespread thalamic territories (Steriade et al.,
1984; Jones, 1985).

As to local-circuit inhibitory thalamic cells, they may be pow-
erfully driven by corticothalamic neurons receiving the rhyth-
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Figure 13. Modification of slow cortical
rhythm by thalamic stimulation. 4, Reg-
ular-spiking, corticothalamic cell in area 5
(backfired from CL nucleus), displaying a
slow rhythm (0.4 Hz) consisting of depo-
larizing-hyperpolarizing sequences. The
rhythm was disrupted by 1/sec single-shock
stimulation of LP thalamic nucleus (right
part in upper trace and left part in bottom
trace). Each LP stimulus gave rise to a long-
lasting (=0.5 sec) IPSP. After two LP stim-
uli separated by 3 sec, LP stimulation was
interrupted and the slow rhythm resumed
with the previous frequency at 0.4 Hz (bot-
tom trace). B, Regular-spiking neuron in
area 5, with slow depolarizing envelopes
recurring at 0.4 Hz. LP thalamic repetitive
stimulation [five-shock trains at 10 Hz, ev-
ery 3 sec; averaged (4 VG), augmenting cor-
tical responses are depicted in inset] pro-
duced an increased frequency of the cortical
rhythm; this effect outlasted thalamic stim-
ulation as a self-sustained oscillation at 1.6
Hz. Top and bottom traces are continuous
recordings.
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mic spike bursts building up the delta oscillation of thalamo-
cortical cells. Since thalamocortical cells do notgenerally possess
recurrent axonal collaterals (see Steriade et al., 1990b), local-
circuit cells are not directly driven by thalamic relay cells located
in the same nucleus. However, this morphological feature is
possible when intranuclear recurrent axonal collaterals of cor-
tically projecting thalamic cells are demonstrated. Of all tha-
lamic nucleus so far investigated, this is seemingly the case of
only dLG nucleus (Friedlinder et al., 1981; Humphrey and
Weller, 1988). In this case, however, no systematic clectron
microscopic studies have been performed and one may ask
whether the collaterals were given off earlier in their route to
the perigeniculate sector of the RE nucleus.

Nonetheless, electrophysiological evidence of delta synchrony
in the dLG nucleus was recently provided in two intracellular
studies, in vitro (Soltesz and Crunelli, 1992) and in vivo (Nufiez
et al., 1992b). These experiments showed that, in addition to
the intrinsically oscillating cells, other dLG neurons displayed
the same delta frequency, but their rhythm was synaptically
generated through coupling of thalamic relay cells by intranu-
clear axonal collaterals. Indeed, the rhythmic depolarizations
of the synaptically induced delta rhythm consisted of grouped
EPSPs and FPPs, developing into clocklike LTSs under slight
hyperpolarization (Nuiiez et al., 1992b). In the in vitro condi-
tion, the low-frequency, rhythmic EPSPs were abolished by TTX
(Soltesz and Crunelli, 1992).

Thus, both long- and short-range circuits, possibly inhibitory
as well as excitatory, can synchronize thalamic neurons. Syn-
chronization within the frequency range of delta rhythm has
recently been detected by multisite recordings in the RE and
various dorsal thalamic nuclei of anesthetized or naturally sleep-
ing animals (D. Contreras and M. Steriade, unpublished obser-
vations). However, the epochs during which synchronization
was evident were rather limited in time. This probably explains
why clocklike delta potentials, as illustrated in the present Fig-

20 mv

1s

B AVG

O.1s8

10mVv

2s

ures 1 and 2, were seen in only a minority (17%) of cortical
neurons. Also, the visible association at the cortical level be-
tween the slow and delta rhythms depends, on one hand, on the
synchrony of thalamic neuronal pools exhibiting delta oscilla-
tion, and, on the other hand, on the recording sites in the cortical
target areas. Future experiments, with multiple fine and coarse
electrodes inserted in thalamic nuclei and related neocortical
areas (as determined by ortho- and antidromic identification
procedures), should quantitatively assess the association of slow
and delta rhythms at single-cell and population levels in various
thalamocortical systems and to determine the state dependency
of this combined rhythmicity (e.g., its possible occurrence dur-
ing late stages of natural sleep, as opposed to the presumed
association between the slow rhythm and spindle oscillations
in early sleep stages).

(2) Second, the thalamically generated delta oscillation is re-
flected on the EEG after intercalated excitatory and inhibitory
processes in complex cortical networks. This passage probably
accounts for the smoother, less regular aspect of EEG waves
within delta frequencies. Thalamically generated events are
transformed by multiple synaptic operations within the cortex,
probably in a more complex way than that by which the signals
of cortical origin undergo changes in the thalamus before being
processed back to the cortex. For example, the single action
potentials occurring within the delta frequency during the in-
terdepolarization lulls of the slow rhythm are cyclically inter-
rupted in some neurons (Fig. 1), probably because the slow
cortical rhythm is imposed upon thalamic cells as a rhythmic
depolarizing event (see Figs. 9, 10 in Steriade et al., 1993b)
and this depolarization would bring thalamic relay cells out of
the voltage range where delta rhythm is generated. As to the
thalamic rhythms transmitted to cortex, the grouping of delta
potentials within the frequency of slow oscillation (Fig. 3) is
attributable to the rhythmic interruption of delta events by pro-
longed GABAergic synaptic processes and/or Ca?+-dependent
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K+ currents in cortical neurons (see evidence for this in Steriade
et al., 1993a).

(3) Last, although we know that stereotyped delta oscillations
are generated in the thalamus, we still need conclusive evidence
of whether or not delta waves may also originate in the cortex,
in the absence of the thalamus. If so, this would also explain
the irregularity and polymorphism of EEG delta waves. Earlier
experiments indicated that large thalamic lesions suppressed
cortical spindles, but EEG delta waves were preserved in the
cortex (Villablanca and Salinas-Zeballos, 1972). This was a ma-
jor argument for the cortical origin of EEG delta rhythm. Total
thalamectomy is, however, a heroic procedure that may leave
intact some parts of the thalamus. Indeed, the anatomical study
of those ““athalamic” animals showed that “the thalamus was
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Figure 14.  Self-sustained oscillation af-
ter repetitive cortical stimulation in a
thalamically lesioned animal: intrinsi-
cally bursting neuron, recorded at 1.5 mm
inarea 7. A, Slow rhythm (0.4 Hz). Bursts
marked by one and two asterisks are ex-
panded below (spikes truncated). B, Re-
sponses of the same cell to repetitive
stimulation (five-shock trains at 10 Hz,
repeated every 3 sec) of the contralateral
area 7. The augmenting responses to the
first and ecighth trains are illustrated.
Spontaneous (Spontan.) activity is illus-
trated after 15 such cortical shock trains.
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almost completely removed” (Villablanca and Salinas-Zeballos,
1972, p 386). Morphological work during the past 15 years
demonstrated that some thalamic nuclei, to only mention the
VM and intralaminar CL-PC wing, have diffuse projections to
the neocortical convexity (see reviews in Jones, 1985; Macchi
and Bentivoglio, 1986). This might explain, in the version of
the thalamic genesis of delta oscillation, the presence of EEG
delta waves on some cortical fields. Accepting, however, the
results of experiments with extensive thalamic lesions, leaving
intact delta waves in the cortex, we have to take into serious
consideration the possibility that at least some types of deita
waves arise in the cortex after total thalamic destruction. Al-
though this issue is not settled at the present time, we would
like to suggest that the clocklike, stereotyped delta oscillation,
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occurring during the interdepolarization lulls (Fig. 1), is gen-
erated by intrinsic properties of thalamic cells, whereas the cel-
lular events within the delta frequency and superimposed upon
the slow depolarizing envelopes (Fig. 3) may have a more com-
plex origin, including their genesis within the cerebral cortex.

The slow cortical rhythm modulates the slow rhythm of
thalamically generated spindle sequences

Spindles (7-14 Hz) are generated in the thalamus in the absence
of the cerebral cortex (Morison and Bassett, 1945), but cortical
volleys may reinforce this type of thalamic rhythmicity, “pre-
sumably by facilitation fed back™ (Morison and Dempsey, 1943,
p 307). This considerably important statement was generally
neglected, in spite of similar ideas on reverberating thalamo-
corticothalamic circuits (Dusser de Barenne and McCulloch,
1938; Chang, 1950).

The pacemaking role of the RE thalamic nucleus in spindle
genesis was demonstrated by absence of spindles in thalamic
territories disconnected by lesions or naturally devoid of inputs
from the RE nucleus (Steriade et al., 1985; Paré et al., 1987)
and by preservation of spindle rhythmicity in the isolated RE
nucleus, that is, deafferented from the dorsal thalamus and ce-
rebral cortex (Steriade et al., 1987). These results from cat ex-
periments are strengthened by abolition of spindling in thala-
mocortical systems after RE lesions in rats (Buzsaki et al., 1988).
Recently, the role of RE neurons in promoting and synchro-
nizing EEG spindles was confirmed by elicitation of spindling
after chemical excitation of RE perikarya; the phenomenon was
so impressive that spindle sequences protruded into the state
of rapid eye movement sleep, when the EEG is usually desyn-
chronized (Marini et al., 1992).

Spindle waves are grouped in sequences lasting for 1.5-3 sec
and recurring periodically, every 5-10 sec. Although, with the
benefit of hindsight, this slow (0.1-0.2 Hz) rhythm can be seen
in early EEG recordings of animals and humans, it was only
lately described (Steriade and Deschénes, 1984). As yet, we have
no explanation about the intrinsic or synaptic origin of the slow
rhythm separating the sequences of spindle waves (interspindle
rhythm). Studies of cat dLG slices done by Crunelli’s group
(Leresche et al., 1991) have reported that sequences of “spindle-
like”” waves (so termed by those authors) recurred every =10
sec, even after TTX application, thus pointing to the intrinsic
nature of this slow (0.1 Hz) rhythm. However, the frequency of
those “spindles” was =~2-2.5 Hz (at least three times lower than
the frequency of bona fide spindles in a living animal) and the
mean duration of a “spindle” sequence was 8.5 sec (three to
four times longer than in vivo). To add to these dissimilarities,
DC depolarization decreased the frequency of “spindles” and
resulted into their transformation into the pacemaker oscillation
of the delta type (Leresche et al., 1991), whereas in vivo exper-
iments showed that the transformation of spindles into delta
oscillation is brought about by hyperpolarization of thalamic
cells with either DC current (Steriade et al., 1991; Nuiiez et al.,
1992a) or application of NMDA blockers (Buzsaki, 1991). Last-
ly, the so-called “spindles” in that in vitro study were depolar-
izing events, whereas all in vivo intracellular studies of thala-
mocortical neurons have described this oscillation as consisting
of rhythmic (7-14 Hz) hyperpolarizing IPSPs, associated with
a large increase in membrane conductance (Andersen and Sears,
1964; Maekawa and Purpura, 1967; Deschénes et al., 1984).
These comparisons indicate that the conclusions about spindles

based on those in vitro data are at least questionable, especially
when no sign of interneuronal cooperation is detected. While
some cellular types oscillate by virtue of their intrinsic currents
(see above, Interaction between slow and delta waves; and be-
low, The role of intrinsically bursting cells in cortical oscilla-
tions), their rhythms should be synchronized to be reflected as
EEG macropotentials.

All experimental evidence reviewed above showed that spin-
dling is a typical network operation, driven and synchronized
by the RE thalamic nucleus. Some intrinsic properties of RE
and thalamic relay cells may, however, be decisive in shaping
the pattern of spindles. For example, this may be the case for
the termination of spindle sequences. McCormick (1992) has
suggested that changes in 7, activation curve and kinetics, as-
cribed to an increase in intracellular Ca2+ concentration after
Ca?*-dependent LTSs (Hagiwara and Irisawa, 1989), may ac-
count for the depolarization terminating a spindle sequence.
Other scenarios accounting for the same phenomenon include
the desynchronization of RE synaptic network toward the end
of a spindle sequence and/or the fact that spindle-related RE-
cell rhythmic bursts end with a tonic tail (Domich et al., 1986;
Steriade et al., 1986). Both these possibilities may contribute to
a diminished efficacy of RE neurons in producing sharp IPSPs
in target thalamocortical neurons. Still other factors accounting
for the slow rhythm of thalamic spindle sequences might be
similar or even slower oscillations of locus coeruleus (Akaike,
1982), rostral midbrain reticular (Oakson and Steriade, 1982),
and mesopontine cholinergic (Steriade et al., 1990a) neurons.

Is the slow (0.1-0.2 Hz) interspindle thalamic rhythm entirely
due to a similar rhythm (=0.3 Hz) in corticothalamic neurons,
as described in this series of articles? That this is not the case,
although the cortical rhythm potently modulates the thalamic
one, is indicated by a series of results.

(1) Both rhythms of spindle waves (7-14 Hz) and interspindle
sequences (0.1-0.2 Hz) exist in the thalamus after bilateral de-
cortication and high brainstem transection (Morison and Bas-
sett, 1945). Also, the isolated RE thalamic nucleus, disconnected
from dorsal thalamic as well as cortical inputs, still displays
spindles as well as their rhythmic recurrence with a slow rhythm
(Steriade et al., 1987).

(2) Conversely, after extensive thalamic lesions, resulting in
complete disappearance of cortical EEG spindles, the slow
rhythm of cortical neurons survived (see Figs. 10, 12).

(3) Intracellular recordings of cortical pyramidal tract neurons
showed a close relationship between oscillations in membrane
potential at 7-14 Hz and spontaneous or thalamically induced
spindle waves recorded at the cortical surface (Jasper and Sie-
fanis, 1965; Creutzfeldt et al., 1966). By contrast to the close
time-relation between spindle oscillations in cortical cells and
the same rhythm in cortical EEG, both dependent upon the
thalamus, the depolarizing envelopes of the slow cortical rhythm
consisted of EPSPs and IPSPs that sometimes appeared at 7—
14 Hz, but were more commonly seen at lower (3—4 Hz) or
higher (15-30 Hz) frequencies. Thus, the components of the
slow cortical oscillation are different from those of the slow
spindle rhythmicity. Pure spindling was only obtained under
barbiturate anesthesia (Fig. 7).

{(4) The final arguments pointing to the different sites of genesis
and mechanisms of the slow cortical oscillation and the slow
rhythm of spindle oscillation arise from the patterns of asso-
ciated EEG wave complexes recurring at 0.1-0.3 Hz. The EEG



complex consisted of a positive-negative or negative—positive
deflection at the surface, which was simultaneous with the onset
of the depolarization and action potentials in the slow cellular
rhythm, followed after ~0.4 sec by a sequence of spindles at
=~ 10 Hz (Figs. 14, 2D). This suggests that the slow rhythm of
cortical neurons drives RE cells and, subsequently, dorsal tha-
lamic neurons to trigger spindles in thalamocortical systems.
This possibility is substantiated by data reported in the final
article of this series (Steriade et al., 1993b). Besides, the slow
cortical thythm may appear in advance of full development of
cortical spindles that can be seen later on, with increasing EEG
synchrony (see Figs. 14, 5). By no means would this aspect
imply that, in the chronological order of sleep stages, the slow
cortical rthythm is more precocious than spindling. It only in-
dicates that the thalamic neuronal pools have to be synchronized
before spindles are visible over the cortex, and this process of
synchronization goes in parallel with that of oscillations gen-
erated by the cerebral cortex. In support of this assumption, a
previous article showed that spindles are generated in the thal-
amus from the first postnatal day, but they are fully transferred
to the cortex only by the eighth or ninth day (Domich et al.,
1987), only with increased synchrony due to continuing syn-
aptogenesis after birth.

To sum up, both the thalamus and cortex are endowed with
mechanisms required to generate a slow oscillation. The mech-
anism(s) of thalamic slow interspindle rhythm still remains a
mystery and should be investigated. Besides the long-term syn-
aptic and/or intrinsic properties that should be investigated to
this end, the possibility exists that the slow interspindle rthythm-
icity of cortically disconnected thalamic cells results from their
special metabolic properties that could periodically interrupt
their phases of activity by long-lasting lulls (see Pape, 1992). In
natural conditions, when the thalamus and cerebral cortex in-
teract through reciprocal projections, the slow rhythms of their
neurons are synchronized and mutuaily reinforced.

The role of intrinsically bursting cells in cortical oscillations

Intrinsically bursting cortical cells have been initially described
by Connors et al. (1982) and McCormick et al. (1985) in slices
from sensorimotor cortex of rodents. Some of these neurons
display rhythmic bursts in response to single volleys applied to
the cortical slice or direct cellular stimulation (Agmon and Con-
nors, 1989; Chagnac-Amitai and Connors, 1989b; Silva et al.,
1991). Similar repetitive spike bursts, up to a frequency of 10
Hz, have been elicited by depolarizing current pulses in our in
vivo study of cat association cortical neurons (see Fig. 4 in Nuiiez
et al., 1993). However, synaptic volleys from the thalamus are
less efficient in driving intrinsically bursting cortical cells at high
rates, as seen from their lower-frequency (2—-6 Hz) bursts during
EEG spindles at 10-13 Hz (Figs. 6, 7). In the experimental
condition of completely or partially suppressed inhibition, the
frequency of spike bursts may be higher (Chagnac-Amitai and
Connors, 1989a,b).

The discharge patterns of intrinsic bursts in the present study
on cat are very similar to those described in cortical slices of
rodents. In our experiments, intraburst frequencies of action
potentials were ~150-250 Hz, the fully developed burst often
followed the occurrence of one or two single spikes, and repet-
itive stimuli dramatically enhanced the number and frequency
of bursting action potentials (see Fig. 14), much the same as
reported in rat neocortical slices (see Fig. 10 in Chagnac-Amitai
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and Connors, 1989b). The intracellularly stained bursting neu-
rons in this study were pyramidal elements (see Fig. 10 in Ster-
iade et al., 1993a), as also documented in rat sensorimotor slices
(McCormick et al., 1985). While the intrinsically bursting cells
of rat seem to be confined to layer V in both somatosensory
and visual cortices (Chagnac-Amitai et al., 1990; Mason and
Larkman, 1990), we also found such a cell in layer III of as-
sociation area 5, but our sample of stained bursting cells is to
small to draw definite conclusions.

Bursting neurons probably have a great impact on adjacent
as well as distant, synaptically coupled, neurons. All intrinsically
bursting cells investigated in our study were oscillating within
the slow rhythm. They were strongly and consistently excited
during the slow depolarizing envelopes described here (see Figs.
6, 14). The possibility exists that intrinsically bursting cells re-
ceive their inputs from each other, as suggested by Chagnac-
Amitai and Connors (1989b) from data indicating that regular-
spiking cells are only briefly excited during synchronous activity
(see also Thomson et al., 1988). This is consistent with data
illustrated in Figure 3B in which the slow oscillations of a burst-
ing cell were closely time related with focal waves recorded
through the same micropipette, reflecting summated PSPs in a
pool of neurons, possibly of the same type. That intrinsically
bursting cells may indeed form an interconnected network is
suggested by our data showing self-sustained oscillation in such
a neuron after prolonged stimulation of the homotopic area in
the contralateral cortex (Fig. 14). In that recording, the thalamus
was extensively lesioned and, thus, the prolonged oscillation
with an almost paroxysmal pattern is attributable to intrinsic
cortical circuits. Even more powerful synchronization is ex-
pected in a brain-intact preparation when spike bursts are trans-
ferred to thalamocortical cells, with obvious consequences for
the spread of synchronous activity. Repetitive cortical volleys
are indeed able to produce resonance phenomena in thalamic
cells, with spontaneous spike bursts persisting with similar or
identical intra- and interburst frequencies if compared to those
elicited in the final stage of stimulation (see Fig. 7 in Steriade,
1991). In both amygdalo-hippocampal circuits (Steriade, 1964)
and corticothalamic systems (Steriade et al., 1976), self-sus-
tained activities, like those outlasting the stimulation period in
Figure 14, may lead to paroxysmal events of the absence petit
mal type or other forms of epilepsy. The role of thalamic neurons
in the synchronization of the cortically generated slow oscilla-
tion is further documented in the next article.
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GROUPING OF BRAIN RHYTHMS IN CORTICOTHALAMIC SYSTEMS
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Abstract—Different brain rhythms, with both low-frequency
and fast-frequency, are grouped within complex wave-se-
quences. Instead of dissecting various frequency bands of
the major oscillations that characterize the brain electrical
activity during states of vigilance, it is conceptually more
rewarding to analyze their coalescence, which is due to neu-
ronal interactions in corticothalamic systems. This concept
of unified brain rhythms does not only include low-frequency
sleep oscillations but also fast (beta and gamma) activities
that are not exclusively confined to brain-activated states,
since they also occur during slow-wave sleep. The major
factor behind this coalescence is the cortically generated
slow oscillation that, through corticocortical and corticotha-
lamic drives, is effective in grouping other brain rhythms. The
experimental evidence for unified oscillations derived from
simultaneous intracellular recordings of cortical and tha-
lamic neurons in vivo, while recent studies in humans using
global methods provided congruent results of grouping dif-
ferent types of slow and fast oscillatory activities. Far from
being epiphenomena, spontaneous brain rhythms have an
important role in synaptic plasticity. The role of slow-wave
sleep oscillation in consolidating memory traces acquired
during wakefulness is being explored in both experimental
animals and human subjects. Highly synchronized sleep os-
cillations may develop into seizures that are generated intra-
cortically and lead to inhibition of thalamocortical neurons,
via activation of thalamic reticular neurons, which may ex-
plain the obliteration of signals from the external world and
unconsciousness during some paroxysmal states. © 2005
Published by Elsevier Ltd on behalf of IBRO.
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I shall elaborate the concept that, instead of strictly defin-
ing the frequency bands that characterize various rhythms
of the electroencephalogram (EEG) and even splitting
them into sub-types, it is more rewarding and closer to the
reality to analyze the major EEG oscillations as grouped
within complex wave-sequences. The progress in analyti-
cal methods used in studies on experimental animals, such
as simultaneous intracellular recordings of cortical and
thalamic neurons, as well as the advance in more global
methods used in human investigations, i.e. EEG and mag-
netoencephalogram (MEG), led to the description of a
multitude of oscillations generated in the cerebral cortex
and/or thalamus. This great variety in wave frequencies
and patterns is due to different electrophysiological and
connectivity features of cortical, thalamic reticular (RE),
and thalamocortical (TC) neurons, which generate most
brain rhythms.

Francis Crick once asked me: “why so many oscilla-
tions?” At least for slow-wave sleep, the question was
justified because the three cardinal rhythms defining this
state (spindles, delta, and slow oscillation) are all associ-
ated with prolonged hyperpolarizations of TC and cortical
neurons, which are effective in inhibiting the transmission
of afferent signals and, thus, each one of these oscillations
predisposes to brain disconnection and falling asleep. In
more recent years, the above question received a definite
answer from analyses of the neuronal circuitry and trans-
mitters in the corticothalamic system, which fully explained
how different brain rhythms coalesce into complex wave-
sequences. The idea of grouping brain rhythms originally
stemmed from analysis of sleep rhythms, with frequencies
less than 15 Hz (Fig. 1). However, further studies showed
that waking-like oscillations (beta, 20—-30 Hz; and gamma,
30-60 Hz) are coalesced with the depolarizing phase of
the slow sleep oscillation (Fig. 2). This might be thought as
the substratum of peculiar forms of mental activity occur-
ring episodically during slow-wave sleep. Moreover, while
most investigators consider beta and gamma rhythms as
distinct oscillatory types, our intracellular recordings have
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Fig. 1. The cortical slow oscillation groups thalamically generated spindles. (A) Intracellular recording in cat from cortical association area 7 (1.5 mm
depth). Electrophysiological identification (at right) shows orthodromic response to stimulation of thalamic centrolateral (CL) intralaminar nucleus and
antidromic response to stimulation of lateroposterior (LP) nucleus. Note slow oscillation of neuron and related EEG waves. One cycle of the slow
oscillation is framed in dots. Part marked by horizontal bar below the intracellular trace (at left) is expanded above (right) to show spindles following
the depolarizing envelope of the slow oscillation. (B) Dual simultaneous intracellular recordings from right and left cortical area 4 in cat. Note spindle
associated with the slow oscillation and synchronization of EEG when both neurons synchronously displayed prolonged hyperpolarizations. Modified

from Steriade et al. (1993d, 1994)

shown that beta activity transforms into gamma oscillation
under slight membrane depolarization, and global EEG
studies in humans support the idea that these two rhythms
should be considered as grouped into one single entity
since they occur in conjunction and fluctuate simulta-
neously during different mental activities (see Slow oscil-
lation and fast (betalgamma) and ultra-fast rhythms).
Thus, the variations in distinct oscillation frequencies
are less important than the unified picture of brain oscilla-
tions, which was first revealed by performing in vivo intra-
cellular recordings from formally identified long-axon and
local-circuit neurons in the cortex or cortex and thalamus
(Steriade et al., 1993b,e; Contreras and Steriade, 1995).
In this article, | will successively analyze (i) some as-
pects of the neuronal circuitry that are relevant to the
generation and synchronization of low-frequency and fast

rhythms; (ii) the coalescence of these rhythms investigated
by intracellular recordings in animals, as well as congruent
results from studies in humans on grouped brain oscilla-
tions; (i) the role of spontaneously occurring rhythms in
synaptic plasticity and memory consolidation, as resulting
from animal and human studies; and (iv) the transforma-
tion of sleep oscillations into electrical seizures of the
spike-wave (SW) type, suggesting possible neuronal sub-
strates of unconsciousness during absence epilepsy.

Neuronal circuitry in the corticothalamic system

| use the term corticothalamic, instead of TC, because
axons in the descending pathway are much more numer-
ous than in the ascending projection (Jones, 1985; White,
1989). Besides, the slow sleep oscillation, which is the
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Fig. 2. Coalescence of slow oscillation with spindle and gamma rhythms. Intracellular recordings from cortical and thalamic neurons in cats.
Slow+spindle, combined slow oscillation and spindle. Left: depth-EEG from cortical area 4 and intracellular recording of TC neuron from ventrolateral
(VL) nucleus. The excitatory component (negative depth-EEG wave, downward deflection) of the slow cortical oscillation (0.9 Hz) is followed by a
sequence of spindle waves at 10 Hz (arrows). One typical cycle of these two combined rhythms is indicated by dotted box; note IPSPs in VL neuron
leading to a postinhibitory rebound. Right: top and bottom traces represent field potential from the depth of association cortical area 5 and intracellular
recording from RE neuron. In neuronal circuits (far right), synaptic projections are indicated with small letters, corresponding to the arrows at left, which
indicate the time sequence of the events. The depolarizing phase of the field slow oscillation (depth-negative, downward deflection) in the cortex (Cx)
travels through the corticothalamic pathway (a) and triggers in the RE nucleus a spindle sequence that is transferred to TC cells of the dorsal thalamus
(b) and thereafter back to the cortex (c), where it shapes the tail of the slow oscillatory cycle (see middle panel). Slow+gamma, fast activity (40 Hz)
crowns the depolarizing phase of the slow oscillation. Three traces depict: depth-EEG waves from primary somatosensory cortex (S1), intracellular
recording from S1 neuron, and filtered intracellular trace (between 10 and 100 Hz). Note fast waves (40 Hz) during the depolarizing phase of the slow
sleep-like oscillation and absence of such fast waves during hyperpolarization. Modified from Steriade et al. (1993c, 1996b); Contreras and Steriade

(1995); Timofeev and Steriade (1997).

main factor in the coalescence of brain rhythms, is gener-
ated intracortically, even in the absence of the thalamus
(Steriade et al., 1993e; Sanchez-Vives and McCormick,
2000). Moreover, even though sleep spindles are generated
within the thalamus, their near-simultaneous occurrence over
widespread territories is produced by corticothalamic projec-
tions (Contreras et al., 1996a, 1997). Finally, fast-rhythmic-
bursting (FRB) cortical cells are particularly well suited to
generate coherent gamma rhythms in the corticothalamic
system because some of them, located in deep cortical
layers and projecting to the thalamus (Steriade et al.,
1998a; Cardin et al., 2005), may synchronize cortical and
thalamic generators of this oscillation. Thus, the cerebral

cortex has a prevalent role in the generation and synchro-
nization of different brain rhythms.

Some of the main neuronal types and networks impli-
cated in brain oscillations are (i) corticothalamic neurons,
(ii) the recurrent inhibitory circuit between RE and TC
neurons, and (iii) thalamically projecting brainstem cholin-
ergic (and other neuromodulatory) projections.

Although all corticothalamic neurons are glutamatergic
and thus excitatory, the effect of a synchronous cortical
drive (an electrical volley or a spike-burst during natural
states of vigilance) on RE neurons is excitatory and fol-
lowed by rhythmic spike-bursts in the frequency range of
spindles, whereas TC neurons simultaneously display bi-
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phasic inhibitory postsynaptic potentials (IPSPs) leading to
low-threshold spikes (LTSs) in isolation or crowned by fast
action potentials (see Fig. 1 in Steriade, 2000). This con-
trasting effect on RE and TC neurons is due to the fact that
excitatory postsynaptic currents (EPSCs) elicited in RE
neurons by minimal stimulation of corticothalamic axons
are 2.5 times larger than in TC neurons, and GluR4 recep-
tor subunits in RE neurons outhnumber those in TC neurons
by 3.7 times (Golshani et al., 2001; Jones, 2002). These
data are important in that they explain how, during the burst-
ing mode of thalamic neurons (as is the case during slow-
wave sleep and some seizures), the cortically elicited direct
excitation of TC neurons is overwhelmed by the bisynaptic
inhibition of these neurons, mediated by GABAergic RE
neurons.

Another point in this complex circuitry, which can only
be studied in intact-brain preparations (see Steriade,
2001), relates to the effects exerted on thalamic neurons
by brainstem cholinergic cellular aggregates that are
among the most important neuromodulatory systems in
shifting the state of vigilance from the disconnected to the
activated brain (Steriade and McCarley, 2005). The same
neuron from the brainstem cholinergic pedunculopon-
tine tegmental nucleus (PPT) may branch its axon to
innervate both RE and TC neurons (Spreafico et al.,
1993). At the TC level, PPT neurons produce direct depo-
larization with increase in input resistance, which explains
the increased excitability in this gateway to the cerebral
cortex (Currd Dossi et al., 1991). This effect is combined
with, and strengthened by, the simultaneous inhibition pro-
duced by brainstem cholinergic neurons on GABAergic RE
neurons (Hu et al., 1989), which leads to disinhibition of
their targets, TC cells. These effects account for the
suppression of thalamically generated slow-wave sleep
rhythms (spindles and the clock-like component of delta
waves; see below), which consist of long-lasting periods of
hyperpolarizations, and account for the shift from the dis-
connected state of sleep to brain-active states.

Grouping of brain rhythms: evidence from
intracellular recordings in animals and EEG
studies in humans

Three rhythms (spindles, 7-15 Hz; delta, 1-4 Hz; slow
oscillation, 0.5-1 Hz) define slow-wave sleep, and two
rhythms (beta, 20-30 Hz; gamma, 30—60 Hz) occur in a
sustained manner during the brain-active states of waking
and REM sleep, though these fast oscillations are also
episodically present during slow-wave sleep when they
possibly underlie dreaming mentation during this discon-
nected behavioral state (see below).

The importance of the slow oscillation resides in the
fact that it groups other brain rhythms, with both low- and
fast-frequencies, within complex wave-sequences (Figs. 1
and 2). The slow oscillation was first described using in-
tracellular recordings from different neuronal types in
anesthetized cats and, in the same article (Steriade et al.,
1993d), was also detected in EEG recordings during nat-
ural slow-wave sleep in humans in which cyclic groups of
delta waves at 1-4 Hz recurred with a slow periodicity,

0.4—0.5 Hz. The grouping of these two oscillatory types is
one of the arguments supporting the distinctness between
delta and slow oscillations. Another argument came from
human studies (Achermann and Borbély, 1997) showing
that the typical decline in delta activity (1-4 Hz) from the
first to the second sleep episode was not present at fre-
quencies characteristic for the slow oscillation (range
0.55-0.95 Hz).

The cortical nature of the slow oscillation was demon-
strated by its survival in the cerebral cortex after thalamec-
tomy (Steriade et al., 1993e), its absence in the thalamus of
decorticated animals (Timofeev and Steriade, 1996), and its
presence in cortical slices maintained in vitro (Sanchez-Vives
and McCormick, 2000). This rhythm was recorded in all major
types of neocortical neurons, including pyramidal-shaped
and local-circuit inhibitory neurons (Contreras and Steriade,
1995), and is made up by a prolonged depolarizing (“up”)
phase, followed by a long-lasting hyperpolarizing (“down”)
phase (Fig. 1). In intracellular recordings from cortical neu-
rons of chronically-implanted, naturally sleeping animals, the
slow oscillation with clear-cut hyperpolarizing phases ap-
pears from the very onset of slow-wave sleep and disappears
in wakefulness and REM sleep when hyperpolarizations are
erased and the activity of cortical neurons is tonically depo-
larized (Steriade et al., 2001; see also acute experiments,
Steriade et al., 1993a). The depolarizing phase consists of
non-N-methyl-p-aspartate-mediated excitatory postsynaptic
potentials (EPSPs), fast prepotentials, a voltage-dependent
persistent Na™ current (Iy,,). and fast IPSPs reflecting the
action of synaptically coupled GABAergic local-circuit cortical
cells (Steriade et al., 1993d). The hyperpolarizing (silent)
phase is not produced by GABAergic inhibitory interneurons
but is due to disfacilitation (removal of synaptic, mainly exci-
tatory, inputs) in intracortical and TC networks, and also to
some K™ currents (Contreras et al., 1996b; Timofeev et al.,
2001). The disfacilitation factor may be explained by a pro-
gressive depletion of extracellular Ca®* ([Ca®*],,,) during the
depolarizing phase of the slow oscillation (Massimini and
Amzica, 2001), which would produce a decrease in synaptic
efficacy and an avalanche reaction that would eventually lead
to the functional disconnection of cortical networks.

Unlike “pure” rhythms within distinct frequency bands,
generated in restricted neuronal circuits of extremely sim-
plified experimental preparations, the living brain does not
generally display separate oscillations during slow-wave
sleep, but a coalescence of the slow oscillation with other
sleep rhythms (spindles and delta) as well as with faster
(beta and gamma) rhythms that are superimposed on the
depolarizing phase of the slow oscillation (Fig. 2). Thus,
such fast oscillations also appear, with lower incidence,
during natural slow-wave sleep or anesthesia. Here, |
briefly discuss the circuitry and neuronal mechanisms that
account for the grouping of low-frequency and fast-fre-
quency rhythms by the slow oscillation.

Slow oscillation and spindles: the K-complex

The thalamic generation of sleep spindles and the cru-
cial role of RE GABAergic neurons are discussed in
detail elsewhere (Steriade, 2003). Recent experimental
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(Fuentealba et al., 2004) and modeling (Traub et al., 2005)
studies support the notion that RE neurons are pacemak-
ers of spindles. During the depolarizing phase of the slow
oscillation, the synchronous firing of neocortical neurons
impinges upon thalamic RE pacemaking neurons, thus
creating conditions for formation of spindles, which are
transferred to TC neurons and up to cortex, at which level
spindles shape the tail of the slowly oscillatory cycle (see
middle panel in Slow+spindle in Fig. 2). This connectivity
explains why a cycle of the slow oscillation is followed by a
brief sequence of spindles in TC neurons and in the corti-
cal EEG (left panel in Slow+spindle in Fig. 2), as seen with
intracellular recordings (Fig. 1) as well as with EEG record-
ings in human slow-wave sleep (Amzica and Steriade,
1997; Mdlle et al., 2002; Fig. 3). The sequence of grapho-
elements consisting of an ample surface-positive transient,
corresponding to the excitation in deeply lying cortical
neurons, followed by a slower, surface-negative compo-
nent and eventually a few spindle waves, represents the
combination between the slow and spindle oscillations. It is
termed the K-complex (Fig. 4) and is a reliable sign for
stage 2 of human sleep, but it is apparent in all stages of
slow-wave sleep (Niedermeyer, 2005). Spectral analysis
shows the periodic recurrence of human K-complexes,
with main peaks at 0.5-0.7 Hz (Fig. 4). The other fre-
qguency bands in this figure are between 1 and 4 Hz (delta
band, with several ill-defined peaks) and between 12 and
15 Hz (the spindling range). The decomposition of the
signal into three digitally filtered channels (Fig. 4) indicates
that the S-lead reflects the slow oscillation, the A lead
reflects the shape of the K-complex, and the o lead faith-
fully reflects the spindle activity of the original signal. The
laminar profile and intracellular substrates of the K-com-
plex during cat sleep or anesthesia revealed that the sur-
face-recorded, positive K-complexes reverse at a cortical
depth of about 0.3 mm, and that the sharp depth-negative
(surface-positive) wave of the K-complex is associated
with cells’ depolarizations, eventually leading to a spindle
sequence (Amzica and Steriade, 1998). These investiga-
tions indicate that the K-complexes are the expression of
the spontaneously occurring, cortically generated slow os-
cillation, though K-complexes can also be evoked by sen-
sory stimuli during sleep.

Slow oscillation and delta waves

There are two components of delta waves. The cortical one
survives thalamectomy (Villablanca, 1974; Steriade et al.,
1993e). The thalamic component is generated through the
interplay between two intrinsic currents of TC neurons, a
hyperpolarization-activated cation current, |, (Leresche et al.,
1990, 1991; McCormick and Pape, 1990), and a low-thresh-
old transient Ca®* current, |, (Llinas, 1988; Huguenard,
1996). Although arising from intrinsic properties of single TC
neurons, the thalamic clock-like delta activity can be syn-
chronized by corticothalamic volleys, which set into action
RE neurons that, in turn, hyperpolarize TC neurons at the
adequate membrane potential at which delta potentials are
generated (Steriade et al., 1991). Thus, the synchronous
discharges of cortical neurons during the depolarizing

phase of the slow oscillation excite RE neurons and the
resulting hyperpolarization-activated delta potentials in TC
cells are transferred back to cortex, where they shape the
slowly oscillatory phase.

Slow oscillation and fast (beta/gamma) and
ultra-fast rhythms

The unexpected association between a slow sleep rhythm
and fast oscillations that are conventionally regarded as
defining the electrical activity of brain-active states is ex-
plained by the voltage-dependency of fast oscillations.
Indeed, long-axon and local-circuit cortical neurons gener-
ate beta and gamma rhythmicity at relatively depolarized
values of the membrane potential (Llinas et al., 1991;
Nufiez et al., 1992; Gray and McCormick, 1996; Steriade
et al., 1996a). Thus, fast rhythms are sustained during the
steady depolarization of cortical neurons during waking
and REM sleep, selectively appear over the depolarizing
phase of the slow sleep oscillation, and are absent during
the hyperpolarizing phase of the slow oscillation (see
Fig. 2). FRB neurons, located throughout cortical layers
2—-6 and projecting to the thalamus (Steriade et al., 1998a;
Cardin et al., 2005), are among the best candidates to
generate and synchronize beta and gamma rhythms be-
cause they may link cortical and thalamic generators of
these fast oscillations. That the thalamus and neocortex
display coherent beta and gamma rhythms is demon-
strated by cross-correlations between intracellularly re-
corded TC neurons and field potentials in the appropriate
cortical area (Fig. 5A). At variance with the long-range
synchrony of the slow sleep oscillation (see below), fast
rhythms are synchronized over restricted cortical territories
and within specific circuits between TC and neocortical
areas (Fig. 5A-B).

Beta and gamma rhythms can interchangeably be
termed fast because neurons may pass from beta to
gamma oscillation in very short periods of time, 0.5-1 s,
with slight depolarization (Steriade et al., 1996a). Studies
in humans also showed that there is no precise cutoff
between the beta and gamma bands, since these activities
may fluctuate simultaneously, as shown by increased ac-
tivities within both beta and gamma frequency bands (21—
34 Hz) during semantic memory recall (Slotnick et al.,
2002). Also, tasks demanding working memory are asso-
ciated with phase synchrony of both beta (20 Hz) and
gamma (30—40 Hz) cortical activities (Palva et al., 2005).
These authors discussed the origin of fast activity in the
cerebral cortex and considered that FRB neurons are key
elements in reciprocal corticothalamic loops that generate
fast rhythms, as demonstrated in experimental studies
(Steriade et al., 1998a). The association between slow
oscillation and fast rhythms has also been reported in
human sleep (Mdlle et al., 2002).

The synchronized fast rhythmic activity led to hypoth-
eses postulating that linkages between spatially distributed
oscillatory elements in the visual cortex may be the bases
for “feature binding” and pattern recognition function
(Singer, 1999; see the evaluation of this theory in Shadlen
and Movshon, 1999). It should be noted that fast rhythms
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Fig. 3. Grouping of slow oscillation and spindle waves in human slow-wave sleep. (A) Analysis of slow oscillation-dependent changes in spindle
activity. From top to bottom, DC-recorded (0—30 Hz) original EEG signal, slow oscillatory signal (0.16 -4 Hz) with detected slow positive and negative
half-waves indicated by a thick solid line, and spindle rms (root mean square) signal. For one positive and one negative half-wave each, the peak time
used or for time-locked averaging and the =1 s averaging interval are indicated by a dotted line and two sold vertical lines, respectively. (B) Grand
means (across 13 subjects) of results from wave-triggered analysis of slow negative (left) and positive (right) half-waves. The mean+S.E.M. slow
oscillation signal (top) and spindle rms signal (bottom) are shown. Dashed lines indicate mean values at Fz. Modified from and courtesy of Mdlle et

al. (2002).

are also present during the depolarizing phase of the slow
oscillation during deep anesthesia and natural slow-wave
sleep when consciousness is suspended. However, some
studies have shown that fast rhythms are correlated with
high cognitive and conscious processes in wakefulness
and with dreaming mentation in REM sleep (Llinds and
Ribary, 1993), and this aspect should be further explored.

Ultra-fast (or very fast) rhythms (80—200 Hz, up to
400 Hz), also called “ripples,” are superimposed over
the depolarizing phase of the slow oscillation in neocor-
tex (Grenier et al., 2001). The synchronous occurrence
of ripples over many cortical sites is explained by their
strict relation with the depolarizing phase of the slow
oscillation, and the fact that the slow oscillation is co-
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Fig. 4. Coalescence of slow oscillation and spindles in humans-the K-complex during natural sleep. Scalp monopolar recordings with respect to the
contralateral ear are shown (see figurine). Traces show a short episode from a stage 3 slow-wave sleep. The two arrows point to two K-complexes,
consisting of a surface-positive wave, followed (or not) by a sequence of spindle (sigma, o) waves. Note the synchrony of K-complexes in all recorded
sites. On the right, frequency decomposition of the electrical activity from C3 leads into three frequency bands: slow oscillation (S, 0—1 Hz), delta

waves (A, 1-4 Hz), and spindles (o, 12-15 Hz). Modified from Amzica and Steriade (1997).

herent in different, adjacent but also distant, cortical
areas. The possible involvement of inhibition in the
phase-locking of neurons during ripples was corrobo-
rated by the increased activity of fast-spiking neurons
(representing local-circuit inhibitory cells) in relation with
ripples. Ripples are also found in the perirhinal cortex
and hippocampus, associated with bursts of sharp po-
tentials during anesthesia, behavioral immobility and
natural sleep (Chrobak and Buzséki; 1996; Collins et al.,

1999). Surgically isolated stratum oriens neurons in the
CAl region of the hippocampus can generate ripples, as
predicted by a model with axonal electrical coupling
(Traub et al., 1999, 2003, 2005). Such ultra-fast oscilla-
tions are also observed preceding epileptiform bursts in
children with seizures caused by cortical dysplasia
(Traub et al., 2001) and in initiating spontaneously oc-
curring electrical paroxysms in cats (Grenier et al.,
2003).

Fig. 5. Intracortical and corticothalamic synchronization of fast (gamma) rhythms, and their relation with the depolarizing phase of the slow sleep
oscillation. (A) Short episode of activation in cat cerebral cortex, associated with coherent fast rhythms (~40 Hz) in EEG from motor cortex (area 4)
and intracellularly recorded TC neuron from ventrolateral (VL) nucleus. Two traces represent simultaneous recordings of depth-EEG and intracellular
activity of VL neuron (spikes truncated). Note close time-relations between action potentials of VL neuron and depth-negative waves in cortical EEG
(reflecting summated excitatory events in a pool of neurons) at a frequency of about 40 Hz. Cross-correlations (CROSS) between action potentials
and depth-EEG shows clear-cut relation, with opposition of phase, between intracellularly recorded VL neuron and EEG waves. (B) Synchronization
of fast rhythms (35—40 Hz) among closely spaced leads in cortical areas 5 and 7 of cat. Distance between electrodes 1-2, 2—-3 and 3—4: about 1.5 mm;
between electrodes 4-5: about 3 mm. Cross-correlations between field potentials recorded from foci 1-2, 2-3, 3—-4, and 4-5 (see cortex figurine at
left). Note decreased correlation with a slightly increased distance (4-5). Modified from Steriade et al. (1996a).
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Traveling slow oscillation in humans and actions
on distant subcortical structures

The slow oscillation (generally 0.5-1 Hz) was demon-
strated during natural sleep of humans using EEG (Acher-
mann and Borbély, 1997; Amzica and Steriade, 1997;
Molle et al., 2002; Marshall et al., 2003) and MEG (Simon
et al., 2000) recordings.

The intracortical propagation of the slow sleep oscilla-
tion was studied in humans, using high-density (180) EEG
leads (Massimini et al., 2004). The detection of slow oscil-
lation on the multichannel EEG is depicted in Fig. 6. The
slow oscillation originates in frontal regions and propa-
gates in an anterior—posterior direction with a speed of
1.2-7 m/s, much faster than described in cortical slices
(10-100 mm/s), where only pure neighbor-to-neighbor
synaptic propagation could be observed (Compte et al.,
2003). The anterior frontal origin of the slow sleep oscilla-
tion in the human study (Massimini et al., 2004) suggested
a stronger need for sleep of this cortical region, as also
indicated by very low cerebral blood flow values in this
area (Maquet et al., 1997). Marked decreased of regional
cerebral blood flow (rCBF) was also found during slow-
wave sleep in the medial thalamus (Hofle et al., 1997) and
significant covariation between the midbrain and the thal-
amus was reported in a positron emission tomography
(PET) study on humans (Fiset et al., 1999). This covaria-
tion is explained by direct connections between the upper
brainstem core and thalamus (see Steriade, 2003).

Rather than global changes in neocortex, rCBF mea-
sured with PET in humans showed major deactivation in
heteromodal association areas during slow-wave sleep,
while activity in primary and secondary sensory cortices
was relatively preserved (Braun et al., 1997). The anterior
frontal origin of the human slow oscillation and the sug-
gestion that this may implicate a stronger need for sleep in
this cortical region (Massimini et al., 2004) is congruent
with the fact that the increase in slow-wave sleep activity
after sleep deprivation is highest in anterior prefrontal re-
gions (Finelli et al., 2000).

The cortically generated slow oscillation is reflected in
subcortical structures. The discharge properties of both
subthalamic and globus pallidus neurons are related to
neocortical activity as these neurons fire spike-bursts with
a periodicity that is coincident with the cortical slow oscil-
lation and the oscillatory activity of those basal ganglia
neurons is lost during cortical inactivation through pharma-
cological tools (Magill et al., 2000). The close relation
between the slow oscillation recorded from striatal neurons
and neocortical activity that generates this oscillation was
also observed (Wilson and Kawaguchi, 1996; Mahon et al.,
2001).

The basolateral nucleus of the amygdala complex and
the perirhinal cortex display highly synchronous slow os-
cillation (Collins et al., 2001) and the hippocampus also
reflects slow oscillatory cortical activity, as spike-bursts in
deeply lying neocortical neurons trigger population events
in the hippocampus associated with ultra-fast oscillations
(Sirota et al., 2003).

Synaptic plasticity during and following
brain rhythms

The question whether spontaneously occurring brain
waves are epiphenomena with little or no functional signif-
icance may especially apply to the state of sleep that was
considered to be associated with widespread inhibition
throughout the cortex and subcortical structures (Pavlov,
1923), which would lead to abolition of cognitive and con-
scious events. However, the rich spontaneous firing of
neocortical neurons, revealed by intracellular recordings
during natural slow-wave sleep (Steriade et al., 2001),
challenges the assumption that cortical neurons are inac-
tive in this state. Although external signals are blocked at
the thalamic level during slow-wave sleep, mainly because
of TC neurons’ inhibition during spindle waves, the intra-
cortical dialogue is maintained (Timofeev et al., 1996) and
the responsiveness of cortical neurons to callosal volleys is
even increased during slow-wave sleep (Steriade et al.,
1974). In humans too, this response is actually stronger in
slow-wave sleep than in waking, but it abates much earlier
(Massimini et al., 2005). That neocortex is active during
slow-wave sleep suggests a reorganization/specification of
neuronal circuits (Steriade et al., 1993b). This view is
supported by studies using indicators of neuronal activities
during slow-wave sleep in humans, revealing more marked
changes in those neocortical areas that are implicated in
memory tasks and decision-making during wakefulness
(Maquet et al., 1997). In what follows, | shall discuss the
role of low-frequency (spindle and slow) rhythms in syn-
aptic plasticity. The fast rhythms, which are present in the
background electrical activity during waking and REM
sleep, also enhance the responsiveness of neocortical
neurons (Steriade and Timofeev, 2003a). Then, spontane-
ous brain rhythms during different states of vigilance may
lead to increased responsiveness and plastic changes in
the strength of connections among neurons, a mechanism
through which information is stored.

Experimental studies on animals

The experimental model of sleep spindles is the sequence
of augmenting (or incremental) responses, defined as thal-
amically evoked cortical potentials that grow in size during
the first stimuli at a frequency of 5-15 Hz, which mimics the
initially waxing pattern of spindle waves. Similar incremen-
tal responses can be evoked in the thalamus by stimulating
the cortex within the frequency of spindle waves. The
cellular mechanisms of augmenting responses have been
studied in slices maintained in vitro (Castro-Alamancos
and Connors, 1996) and using simultaneous intracellular
recordings from TC and related cortical neurons in vivo
(Steriade et al., 1998b). In the intact brain, augmenting
responses evoked by rhythmic (10 Hz) thalamic stimula-
tion are characterized in cortical neurons by an increase in
the secondary depolarization, at the expense of the pri-
mary EPSP. The secondary depolarization in neocortical
neurons follows by 3 ms the postinhibitory spike-burst in
simultaneously recorded TC neurons (Steriade et al.,
1998b) (Fig. 7A). Another factor that may account for the
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Fig. 6. The slow oscillation in human sleep as a traveling wave. (A) The signals recorded with 256-channel EEG during one cycle of the slow oscillation
(SO) are ranked from top to bottom according to the delay of the negative peak of the SO. In this example, the delay from the negative peak at the
top trace to the negative peak at the bottom trace is 120 ms. (B) Spatial distribution of the delays. The lines starting around the origin represent the
streamlines calculated on the vector field of delays. The SO originates locally and propagates orderly to the rest of the scalp. Thus, each cycle of the
slow oscillation behaves as a traveling wave. (C) Time of occurrence of SOs superimposed on the hypnogram. During 1 h of sleep several hundred
cycles can be detected by means of an automated algorithm. (D) Coverage map. Superimposition of the streamlines describing the propagation of
all the SOs detected for the first hour of sleep. The size of each dot is proportional to the number of cycles originating from each electrode. This
representation shows that virtually any pattern of origin and propagation is possible although anterior electrodes tend to start more SOs and
streamlines traveling in the antero-posterior direction are more numerous. (E) Probability of each EEG sensor being affected by a SO. Sensors in the
fronto-central region had a 70% chance of being affected by a SO, while parietal and occipital electrodes detected few, or no, SOs. (F) Origin density
map. The probability of each electrode being the origin of a SO is interpolated to obtain an origin density map. Foci with a higher origin density are
detected in anterior regions of the scalp. (G) Average direction of propagation. Note the prevalent anterior—posterior direction of propagation of the
SO. (H) Distribution of propagation speeds. Average speed was calculated for all the cycles traveling on the antero-posterior axis. On average, the
SO sweeps over the cerebral cortex in the antero-posterior direction at a speed of 2.5 m/s. Modified from and courtesy of Massimini et al. (2004).

increased amplitude of the secondary depolarizing com-
ponent during augmentation is the activation of local-circuit
cortical interneurons, which would hyperpolarize pyramidal
neurons and de-inactivate the Ca®*-dependent LTS in
these neurons, thus further enhancing augmented waves.
The role of cortical inhibitory interneurons in augmenting

responses was also shown in a modeling study (Bazhenov
et al., 1998).

Synaptic plasticity evoked by augmenting potentials in
the projection pathway from thalamus to cortex is not only
seen by progressively enhanced amplitudes of responses
during the pulse-train but also by persistence of self-sus-
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Fig. 7. Synaptic plasticity in TC and intracortical systems, and “memory” of electrical responses in corticothalamic system, induced by low-frequency
stimuli mimicking sleep spindles. (A) Dual simultaneous intracellular recordings from cortical and TC neurons in cat (top trace is depth-EEG from area
4). 1, Pulse-train (five stimuli at 10 Hz, arrowheads) applied to the thalamic ventrolateral (VL) nucleus produced augmenting responses in cortical
neuron, whereas simultaneously recorded VL neuron displayed hyperpolarization. 2, Expanded 5th response; the augmented response in cortical
neuron followed the rebound spike-burst of VL neuron. Note self-sustained oscillatory activity at 10 Hz in cortical neuron after cessation of thalamic
stimuli, despite persistent hyperpolarization in the VL neuron. (B) Intracellular responses of cat area 7 bursting cortical neuron to repetitive callosal
stimulation (10 Hz). The thalamus ipsilateral to the recorded neuron was extensively lesioned using kainic acid. The intracortical augmenting
responses to the 1st and 8th pulse-trains are illustrated. Note depolarization by about 7 mV and increased number of action potentials within bursts
after repetitive stimulation. (C) Extracellular recording of VL neuron in brainstem-transected cat. Motor cortex stimulation with pulse-trains at 10 Hz
(stimuli are marked by dots). In 7, the pattern of responses in thalamic VL neuron in early stages of rhythmic pulse-trains. In 2-3, responses at later
stages of stimulation. Note appearance of spontaneous spike-bursts resembling the evoked ones, as a form of “memory” in the corticothalamic circuit.

Modified from Steriade (1991); Steriade et al. (1993e); Steriade and Timofeev (2001).

tained potentials, with the same pattern and frequency as
those of responses during the prior stimulation period (Ste-
riade et al., 1998b). Setting in action the feedback cortico-
thalamic projections with pulse-trains at 10 Hz results in
evoked responses but also, after protracted stimulation, in
“spontaneously” occurring spike-bursts whose form and
rhythmicity are similar to those of evoked responses, as if
the repetition of volleys were imprinted in the “memory” of
the corticothalamic network (Fig. 7C). Synaptic plasticity
can take place not only in corticothalamic and the ascend-
ing TC pathway but also in the cortex of athalamic animals
(Fig. 7B). That short- and medium-term (5-30 min) neuro-
nal plasticity can occur inside cortical circuitry was also
shown using callosal stimulation (Cissé et al., 2004). One
of the mechanisms that may explain the increased neuro-

nal responsiveness to rhythmic and repeated pulse-trains
at 10 Hz, simulating sleep spindles, is the activation of
high-threshold Ca®* currents and enhanced [Ca®"],, that,
in association with synaptic volleys reaching the neuron,
may activate protein kinase A (Abel et al., 1997) and/or
Ras/mitogen-activated protein kinase (Dolmetsch et al.,
2001), which are involved in memory consolidation (see
also the results by Cirelli et al., 2004, based on molecular
correlates). The term memory consolidation, often used in
both animal experiments and human studies, may not
necessarily imply that the cellular phenomena revealed in
experiments are the same as those underlying memory
events in humans.

Thus, besides their role in cortical disconnection through
inhibition of incoming messages in the thalamus, spindles are
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also operational in important cerebral functions. During spin-
dles, rhythmic and synchronized spike-bursts of thalamic
neurons depolarize the dendrites of neocortical neurons,
which is associated with massive Ca®?* entry (Yuste and
Tank, 1996) that may provide an effective signal to efficiently
activate Ca®?* calmodulin-dependent protein kinase I
(CaMKil), which is implicated in synaptic plasticity of excita-
tory synapses in cortex and other sites in the nervous system
(Soderling and Derkach, 2000; see also Sejnowski and Des-
texhe, 2000).

Similar phenomena, with Ca®* entry in dendrites and
somata of cortical neurons, may occur during the rhythmic
spike-trains associated with oscillations in the slow (0.5—
1 Hz) or delta (1-4 Hz) frequency bands, during later stages
of slow-wave sleep. The hypothesis that the slow oscillation is
responsible for the consolidation of memory traces acquired
during the state of wakefulness (Steriade et al., 1993b) is
supported by data showing that slow and delta (0.5-4 Hz)
oscillations are implicated in cortical plasticity evoked by
monocular deprivation in the developing visual cortex (Frank
et al., 2001). In the latter study, microelectrode recording
and optical imaging showed that the effects of monocu-
lar deprivation on cortical responses are increased by a
6 h slow-wave sleep period in the dark, and slow-wave
sleep deprivation blocked this enhancement.

Synaptic plasticity has also been observed after testing
with fast (20— 60 Hz) pulse-trains. Stimulation of homotopic
sites in the contralateral cortex with pulse-trains at 40 Hz
induced prolonged facilitation of control response evoked
by single callosal volleys, which lasted up to several min-
utes (Steriade and Timofeev, 2003a; Cissé et al., 2004). In
some cases, a depolarization plateau lasted for 0.4—0.5 s
after cessation of stimulation and gave rise to action po-
tentials that closely mimicked the grouping and frequency
of responses recorded during the prior period of stimula-
tion. Spontaneous activity in the gamma frequency band
(30—60 Hz) improves the coherent fluctuations in visual
cortex excitability and thus may ensure more rapid and
reliable transmission (Fries et al., 2001).

In the hippocampus too, neuronal synchrony associated
with sharp potentials during slow-wave sleep may consoli-
date the information and transfer it to neocortical fields
(Buzsaki, 1989). Dendritic recordings from CA1 hippocampal
pyramidal neurons (Kamondi et al., 1998) suggested that
sleep patterns are important for the preservation of experi-
ence-induced synaptic modifications in the limbic system
(Buzsaki, 1998). Experiments on hippocampal “place cells”
showed that, if a rat is confined to a place field, the firing rate
of neurons is increased during subsequent slow-wave sleep,
and an increased correlation is observed between cell pairs
whose activities were related during waking behavior (Pav-
lides and Winson, 1989; Wilson and McNaughton, 1994).

Human studies on the role of sleep in memory,
learning, and dreaming mentation

The above experimental data and ideas that low-frequency
oscillations (spindles and slow oscillation) are associated
with synaptic plasticity are supported by human studies
demonstrating that the overnight improvement of discrim-

ination tasks requires some steps, including those in early
slow-wave sleep stages (Stickgold et al., 2000a,b). Also,
procedural memory formation may be associated with o0s-
cillations during early sleep stages (Gais et al., 2000). After
training on a declarative learning task, the density of hu-
man sleep spindles is significantly higher, compared with
the non-learning control task (Gais et al., 2002). The early
part of night sleep favors retention of declarative memories
(which can be brought to conscious recollection), while the
late part of sleep favors retention of non-declarative (pro-
cedural, unconscious) memories (Plihal and Born, 1997).
During early night (stage 2 sleep), when sleep spindles
prevail, these effects are due to the rhythmic bombardment
of neocortical neurons by high-frequency spike-bursts of
TC neurons, while the spike-trains of cortical neurons are
associated with the slow oscillation throughout slow-wave
sleep. The low frequencies (0.5-15 Hz) of spike-bursts and
trains of single action potentials are the main factors be-
hind synaptic consolidation of memory traces in the
neocortex.

Experimental data showing that hippocampal neurons
that increase firing rates during wakefulness also display
enhanced discharge rates during subsequent sleep ep-
ochs (see above) are congruent with (i) the hypothesis that
the higher the amount of synaptic potentiation in cortical
circuits during waking, the higher the increase in slow-
wave activity during subsequent sleep (Tononi and Cirelli,
2003), (i) human data showing that learning activity in-
creases the density of sleep spindles (Gais et al., 2002),
and (iii) results indicating that simply sensory (auditory) stim-
ulation during wakefulness produces increased power of
sleep spindles, accompanied by increased coherence be-
tween frontal and temporal cortical regions (Cantero et al.,
2002).

Acetylcholine (ACh) influences memory consolidation
during human sleep. The memory for a declarative wordlist
task was blocked after infusion of physostigmine (a cho-
linesterase inhibitor that increases cholinergic activation),
without interfering with a consolidation of a non-declarative
task (Gais and Born, 2004). Since physostigmine did not
modify memory consolidation during wakefulness when
cholinergic tone is maximal, it was predicted that a low
cholinergic tone during slow-wave sleep is essential for
consolidation of declarative memory. It was suggested that
high levels of ACh, known to be present during both brain-
activated states of waking and REM sleep (see Steriade
and McCarley, 2005), may set favorable conditions for
encoding new information in the hippocampus, whereas
lower ACh levels, present during slow-wave sleep, facili-
tate consolidation of memory traces by allowing spread of
activity from hippocampus to entorhinal cortex, with con-
sequent neocortical involvement (Hasselmo, 1999; see
also Buzsaki, 1996).

At variance with the commonly used notion of global
brain processes in slow-wave sleep, two major findings
were reported in humans subjects, namely: slow-wave
sleep activity increases 2 h after a motor learning task and
the enhancement (~27%) is expressed locally, in parietal
association areas 40 and 7 that receive converging visual
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and proprioceptive inputs relevant to spatial attention and
skilled actions; and, changes in local slow-wave sleep
activity are strongly correlated with improved performance
in the task the next day after sleep (Huber et al., 2004).

The increased cortical activity that accounts for con-
solidation of memory traces during slow-wave sleep also
explains the presence of dreaming mentation during this
state. In contrast with the assumption that dreams exclu-
sively occur in REM sleep, a series of studies, starting
during the 1960s (Foulkes, 1962), has demonstrated the
presence of dreaming mentation during slow-wave sleep.
In slow-wave sleep dreaming is rational and repetitive,
whereas during REM sleep the internally generated per-
ceptions are vivid, thought becomes illogical, and the in-
tensity of emotions is higher than during slow-wave sleep
(Hobson et al., 2000). Awakenings from stages 3—4 of
slow-wave sleep reported a recall incidence higher (45—
65%) than in stage 2 (Pivik and Foulkes, 1968; Nielsen,
2000) but lower than in REM sleep when the recall may
reach 90—95% (Cicogna et al., 2000). Then, the brain is
never “empty” and mental activity is present during all
stages of normal sleep.

Human studies using a sleep monitoring system, which
distinguishes between waking and different sleep states,
described the reports of subjects who awoke during all
stages of the waking—sleep cycle (Hobson and Pace-
Schott, 2002; Fosse et al., 2004). The results indicate
reciprocal changes of thinking and hallucinations across
sleep, with directed thinking (defined as continued mental
effort as well as attempts to decide and plan) more fre-
guent during slow-wave sleep and hallucinations (endog-
enous sensations) more frequent during REM sleep. The
intensified hallucinations with transition from slow-wave
sleep to REM sleep may reflect the progressive appear-
ance of ponto-geniculo-occipital (PGO) waves, the “stuff
dreaming is made of,” which occur during slow-wave sleep
well in advance of muscular atonia, the cardinal sign of
REM sleep, and are further synchronized throughout the
cortex during REM sleep (Steriade et al., 1989; Amzica
and Steriade, 1996). The transitional period between
EEG-synchronized (slow-wave) and EEG-activated (REM
sleep) sleep, called pre-REM period, during which PGO
waves appear over the background of a fully synchronized
EEG, may have importance for dreaming. Thus, TC neu-
rons are hyperpolarized during the pre-REM period, when
the sleep EEG is still fully synchronized, whereas they are
tonically depolarized by 7-10 mV during REM sleep (Hir-
sch et al.,, 1983). These two states (pre-REM and fully
developed REM sleep) generate different PGO-related re-
sponses of TC neurons to brainstem inputs, which influ-
ence the signal-to-noise ratio in the visual channel, i.e. the
ratio between the neuronal activities related to the PGO
signal and the background firing of the same neuron. Dur-
ing pre-REM, the activity of lateral geniculate (LG) TC
neurons starts with a short, high-frequency (300-500 Hz)
spike-burst coinciding with the PGO wave, but during REM
sleep the rate of LG-cells’ spontaneous firing is 1.5- to
three-fold higher than in pre-REM and the peak-to-peak
amplitudes of PGO waves are two to three times lower

(Steriade et al., 1989). Thus, the greater signal-to-noise
ratio in the LG-cortical channel during the pre-REM epoch
than during REM sleep suggests that the vivid imagery
associated with dreaming sleep may appear before fully
developed REM sleep, during a period of apparent slow-
wave sleep. The idea that PGO waves with greater ampli-
tudes during the pre-REM stage may reflect more vivid
imagery during that epoch than even during REM sleep
(Steriade et al., 1989) corroborates earlier data showing
that, after interrupting sleep immediately after the occur-
rence of the first PGO wave (in the pre-REM stage) and
eliminating about 30 s of the slow-wave sleep stage that
precedes REM sleep, the increased time of the REM sleep
rebound was due to phasic events (PGO waves) rather
than the loss of REM sleep per se (Dement et al., 1969).
This observation fits in well with data on dream reports
from the last epoch of EEG-synchronized sleep, which are
indistinguishable from those obtained from REM sleep
awakenings (Hobson, 1988; Hobson and Pace-Schott,
2002).

Transition from cortical sleep rhythms to
electrical seizures

The synaptic plasticity that follows rhythmic brain stimula-
tion within the frequency range of low-frequency sleep
oscillations may take paroxysmal forms. This is especially
seen with cortical FRB neurons that display a peculiar
enhancement of rhythmic responses, with progressively
grown depolarization and dramatically increased number
of action potentials, which have an epileptiform aspect
(Fig. 8). The changes in responsiveness of neocortical
neurons, which lead to self-sustained oscillations of the
paroxysmal type, are already initiated during rhythmic
stimulation with pulse-trains at 10 Hz, within the frequency
range of sleep spindles. Dual intracellular recordings from
TC and cortical neurons (Fig. 9) show that (i) the cortical
neuron exhibited progressively enhanced responsiveness,
as seen from the increased number of action potentials,
whereas the TC neuron remained hyperpolarized due to
the action of GABAergic RE neurons set into action by
thalamic stimulation; (ii) following cessation of rhythmic
stimulation, self-sustained electrical seizure occurred in
the EEG and intracellular activities, consisting of spike-
wave (SW) complexes at about 2 Hz that lasted for 8 s; and
(iii) during the stimulation period, “spontaneous” depolar-
izing events appeared between pulse-trains, with the same
frequency as that used during pulse-trains (see asterisk in
the expanded panel at bottom right in Fig. 9). The latter
aspect is reminiscent of the “memory” in the corticotha-
lamic system, which followed protracted stimulation (see
above, Fig. 7C). Then, slow-wave sleep oscillations or their
experimental model (augmenting responses) may lead to
self-sustained paroxysms of the SW type.

In clinical studies too, although absences (loss of
consciousness) can only be detected in the waking
state, the electrographic correlates of such seizures with
SW complexes at ~3 Hz preferentially occur during the
early or late stages of slow-wave sleep. The relation
between SW seizures and the EEG correlates of slow-
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Fig. 8. Progressively growing, paroxysmal-like depolarization during cortically evoked augmenting responses in cortical FRB neuron from cat
suprasylvian area 7. Close intracortical stimulation, in adjacent area 21. (A) Identification of FRB neuron by depolarizing current step (0.5 nA). (B)
Responses of this FRB neuron to four pulse-trains, each consisting of nine pulses at 10 Hz applied to area 21. Responses to pulse-trains 7 and 2 (last)
are expanded below, and responses to the last stimulus in these pulse-trains are further expanded at right (arrow). The neuron persistently depolarized
during stimulation. At depolarized levels of the V,,, IPSPs evoked by area 21 stimuli shunted the early occurring spikes. Modified from Steriade and

Timofeev (2003b).

wave sleep was repeatedly demonstrated (Kellaway
and Frost, 1983; Kellaway, 1985; Shouse et al., 1996;
Shouse, 2001). By contrast, SW seizures are decreased
or totally absent during REM sleep (Frank, 1969). The
occurrence of SW seizures is facilitated during transi-
tional states, especially between waking and slow-wave
sleep, during the state of drowsiness. This was ob-
served in humans (Noachtar, 2001) and in behaving
monkeys displaying tonic eye movements at the onset
and the end of seizures, as in clinical absence seizures
(Steriade, 1974; Fig. 10). SW seizures are reduced or
abolished with transition from slow-wave sleep to spon-
taneous or sensory-elicited arousal as well as during
repetitive brainstem reticular formation stimulation, and
they are increased after administration of low doses of a
cholinergic receptor antagonist (Danober et al., 1993,
1995).

The original assumption that SW seizures originate in
the diencephalon and the conventional definition of these
seizures as “suddenly generalized and bilaterally synchro-
nous” have been challenged by recent experimental re-
search that are also congruent with human studies. The
deeply located source of SW (absence or petit-mal) seizures
was ascribed to a “centrencephalic” system (Penfield and
Rasmussen, 1950), based on experiments under barbiturate
anesthesia reporting SW patterns evoked by stimulation of
midline thalamic nuclei (Jasper and Droogleever-Fortuyn,
1949). The morphological substrate of the “centrence-
phalic” system was never demonstrated, since there are
no bilateral projections of thalamic nuclei, and the experi-
mental studies reported responses evoked by thalamic
stimulation but no self-sustained activity, as it would be the
case in bona fide seizures. On the other hand, SW sei-
zures seem to be “suddenly generalized” only in EEG
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Fig. 9. Plastic changes in cortical responsiveness, leading to self-sustained paroxysmal oscillation, simultaneously with decreased low-threshold
(LT)-type augmenting in TC neuron. Dual simultaneous intracellular recording from TC neuron in cat ventrolateral (VL) nucleus and cortical area 4
neuron, together with depth-EEG from area 4. Stimulation applied to cortex and consisting of pulse-trains at 10 Hz, repeated every second. Two parts,
at the beginning and end of stimulation (marked by horizontal bars and arrows) are expanded below. Note that, although LT-type augmenting
responses in TC neuron diminished from the second pulse-train, cortical augmenting responses were progressively enhanced and, after finishing the
stimulation period, a self-sustained oscillation at ~2 Hz ensued, lasting for ~8 s. Also note, in cortical neuronal recording, depolarizing events with
the similar frequency (10 Hz) as that used in pulse-trains, occurring between pulse-trains (asterisk in bottom right panel). Modified from Steriade and

Timofeev (2003b).

recordings and, even at this macroscopic level, clinical
studies have reported that the “spike” of SW complexes
propagates from one hemisphere to another with time-lags
as short as 12—-25 ms (Lemieux and Blume, 1986; Koba-
yashi et al., 1994), too short to be estimated by simple

visual inspection. Indeed, experimental studies using neu-
ronal and field potential recordings from cortex or cortex
and thalamus, have shown that spontaneously occurring
SW seizures are initiated in one cortical focus, are trans-
ferred to neurons in another cortical area with latencies
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Fig. 10. SW seizures in chronically-implanted Macaca mulatta. Neuronal activity during seizure with SW complexes at 3 Hz during drowsiness in the
behaving monkey. Single neuron recorded from the arm area in the precentral gyrus (area 4). The top oscilloscopic trace indicates the corresponding
part (marked by horizontal bar) in the below-depicted ink-written record (the three traces represent: unit spikes used to deflect a pen of the EEG
machine; each deflection exceeding the common level representing a group of high-frequency spikes; focal slow EEG waves, simultaneously recorded
by the same microelectrode; and eye movements, EOG). Arrowheads indicate stimuli applied to the appropriate thalamic nucleus for neuronal
identification. When the experimenter observed increased amplitude of the evoked field potential (second stimulus), stimuli were interrupted and the
seizure developed in the absence of any stimulus. Note spike-bursts over the depth-negative (upward in this case) field potential of the SW complexes
(the EEG “spike”) and silent firing during the late part of the depth-positive “wave” component of SW complexes. Also note tonic eye movements at

the onset and end of the SW seizure. Modified from Steriade (1974).

ranging from 20 to 100 ms, and finally to the thalamus after
several seconds (Steriade and Amzica, 1994; Neckelmann
et al., 1998; Meeren et al., 2002). That some SW seizures
are locally generated and result from multiple, independent
cortical foci has been reported in human studies since the
late 1930s (Jasper and Hawkes, 1938).

The independence of cortically generated SW sei-
zures, with typical SW and polyspike wave (PSW) com-
plexes at ~3 Hz, on the thalamic circuitry was demon-
strated in acutely prepared athalamic cats (Steriade and
Contreras, 1998) and athalamic behaving monkeys dis-
playing impairment of awareness during SW bursts
(Marcus et al., 1968). These studies, using global meth-
ods of recordings, are corroborated by intracellular studies
showing inhibition of TC neurons during cortically gener-
ated SW/PSW seizures (Fig. 11). This inhibition (Steriade
and Contreras, 1995) was also found in genetic models of
absence seizures (Crunelli and Leresche, 2002) and is due
to the fact that, at each paroxysmal depolarizing shift in
neocortical neurons, thalamic GABAergic RE neurons are
excited and, consequently, they impose IPSPs on TC neu-
rons that, because of their repetitive nature and increased
membrane conductance, do not succeed in de-inactivating
the transient Ca®* current responsible for spike-bursts.
Thus, during cortically generated SW seizures, TC neu-
rons are steadily hyperpolarized and silent (Fig. 11A). The
inhibition of TC neurons during cortically generated SW
seizures is further demonstrated during brief epochs when
SW/PSW complexes stop and TC neurons are disinhib-
ited, thus recovering their capacity to fire single action
potentials (Fig. 11, B2).

To sum up, two major types of thalamic neurons, RE
and TC, behave differently during cortically generated SW/
PSW seizures. RE neurons are excited by each corticofu-
gal drive during SW/PSW complexes (Steriade and Con-
treras, 1995; Slaght et al., 2002) and, then, these GABAer-
gic thalamic neurons participate actively during cortically
generated SW seizures. This conclusion is also drawn
from the increase in the ionic current that underlies spike-
bursts of RE cells in SW seizures (Tsakiridou et al., 1995;
Avanzini et al., 1999) and the fact that the Cd®*-induced
blockage of RE-cells’ spike-bursts leads to a decrease in
the ipsilateral SW activity (Avanzini et al., 1992). On the
contrary, the opposite occurs in TC cells that are inhibited
during cortically generated SW/PSW seizures (Fig. 11).
The inhibition of thalamic relay cells may explain the un-
consciousness during absence seizures, due to the block-
age of signals from the external world in their route to the
cerebral cortex.

CONCLUSIONS

The living brain, with intact connections between neocor-
tex, thalamus, and various modulatory systems, displays
low-frequency and fast rhythms grouped within complex
wave-sequences. Some of these oscillations can be gen-
erated by interplay between intrinsic neuronal properties,
but the coalescence of various rhythms and their synchro-
nization is due to network operations in corticothalamic
systems. The tendency to analyze distinct, precise fre-
quency bands of EEG activities, in isolation from others,
will hopefully be replaced by the concept of unified brain
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Fig. 11. TC neurons are inhibited during cortically generated SW seizure, and display phasic IPSPs but not spike-bursts. (A) Depth-EEG from cortical area
4 and intracellular recording of TC neuron from ventrolateral (VL) nucleus of cat. Note hyperpolarization and phasic IPSPs in VL neuron throughout cortically
generated SW seizure (between asterisks); also note increased hyperpolarization and IPSPs in thalamic neuron with increased duration of the cortical
seizure. (B) Dual intracellular recordings from area 4 cortical neuron and TC neuron from VL nucleus, together with surface- and depth-EEG from cortical
area 4. The SW and PSW seizure developed, without discontinuity, from sleep-like EEG patterns. Note paroxysmal depolarizing shifts (PDSs) in cortical
neuron, and phasic IPSPs (see three dots below the intracellular VL trace) related to cortical PDSs. Also note that, during a brief period of quiescence in
cortical SW/PSW seizure (arrow in 2), the hyperpolarization of TC neuron was removed, the TC cell was disinhibited, and the neuron fired single action
potentials. Modified from Steriade and Contreras (1995) and Lytton et al. (1997).
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rhythms based on basic cellular mechanisms that underlie
generation of brain waves. For example, the separation
between “lower-frequency” and “faster” EEG spindles can
be avoided by considering longer hyperpolarization-re-
bound sequences of some thalamic neurons in the former
case, without splitting an oscillation generated by identical
basic mechanisms, regardless of its wide frequency range.
Similarly, fast rhythms are voltage-dependent, during ei-
ther brain-active or brain-disconnected states, and the
transition from beta to gamma oscillation operates in very
short time periods under slight neuronal depolarization,
which does not necessarily require their separate analysis.
Clinical investigators have already begun to use the knowl-
edge obtained in cellular studies on experimental animals.
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1. Synchronizing and desynchronizing neuronal
networks

Various wave patterns of the electroencephalo-
gram (EEG), related to distinct behavioral states,
are usually referred to as synchronized or desyn-
chronized activities. The first term implies the
occurrence of high-amplitude oscillations with rel-
atively slow frequencies, and the second term indi-
cates a replacement of synchronized rhythms by
lower-amplitude and relatively faster waves. While
this dichotomy may appear as an oversimplifica-
tion, since an increased frequency of EEG waves
may be associated with their increased amplitudes
in peculiar behavioral conditions, the above terms
have some heuristic values.

1.1. Synchronization

Synchronization is a state in which two or more
oscillators display the same frequency because of
some forms of co-interaction. There is no neces-
sity in deciding between the two parts of the
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alternative, whether the intrinsic properties of
single neurons are essential for the genesis of
brain waves with different frequencies or whether
such rhythms basically emerge from synaptic in-
teractions in large neuronal pools. Both these fac-
tors should be eclectically considered.

Some central single neurons display sponta-
neous oscillations in vitro, even after blockage of
synaptic transmission. Other types of neurons can
be led to an oscillatory state by injecting intracel-
lular currents in particular bathing conditions, due
to their special ionic conductances. The intrinsic
electrophystological properties of thalamic, neo-
cortical and allocortical neurons allow them to
oscillate within different frequency spectra, and
much of the patterning of basic EEG rhythms
requires special sodium, calcium and potassium
conductances, other than the conventional ones
generating the action potentials (see Section 2).
There is now ample evidence that, under imposed
experimental conditions, isolated neurons can dis-
play oscillations, usually within a frequency band
of 1-20 Hz.

In the intact brain, however, the intrinsic prop-
erties of single cells are subject to controlling
influences from synchronizing pacemakers or driv-
ing forces within given neuronal networks that
unite single elements into ensembles. Indeed, the
notion of EEG synchronization supposes the co-
activation of a large number of neurons, the
summed synaptic events of which become suffi-
ciently large to be recorded with gross electrodes
within the brain or over the scalp. The role of
synaptic networks in the genesis of various EEG

0013-4649 /90 /$03.50 © 1990 Elsevier Scientific Publishers Irelahd, Ltd.
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rhythms is emphasized by frequency differences
between various oscillations generated within vari-
ous neuronal ensembles, in spite of essentially
similar intrinsic electrophysiological properties and
ionic conductances of their constituent single neu-
rons (Steriade et al. 1990b). Also, some EEG
oscillations are absent in thalamocortical systems
in the absence of the rhythm-pacemaker, despite
the fact that single neurons within those systems
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preserve their intrinsic properties (see Section 3.2).

The synchronizing systems can be viewed as
multiple devices with equal properties of rhyth-
micity and mutual influences within a series of
interconnected structures or as a single pace-
maker. (a) The multiple synchronizing systems are
probably those generating theta waves which
originate in a series of synaptically coupled sta-
tions of the limbic system (see Section 3.4). In the

20 mV

o
(V)
7]

Fig. 1. Recurrent inhibitory loop of thalamocortical (TH-cx) and reticular thalamic (RE) neurons, and modulation of TH-cx and RE
cells by mesopontine cholinergic afferents (only the Ch5 group of pedunculopontine tegmental neurons is depicted). In insets, Ch5
stimulation (brief pulse-train, arrowhead) induces a depolarization of TH-cx neurons and a hyperpolarization of RE neurons.
Intracellular recordings from studies by Currd Dossi et al. (1990, TH-cx) and Hu et al. (1989a, RE). The direct excitation of TH-cx
cells is accompanied by their disinhibition (through inhibition of GABAergic RE cells). These effects are effective in disrupting
synchronized spindle oscillations in TH-cx systems, the thalamic part of the EEG desynchronization process (see also Section 3.2).
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case of distributed systems, each endowed with
pacemaker faculties, the starting point of rhythmic
activity may change from time to time according
to activity in afferent pathways, but distinctly in
such synchronizing systems lesioning any part does
not prevent rhythmicity in others. (b) For some
types of brain oscillations, such as spindles, the
pacemaker is located within the reticular thalamic
nucleus, consisting of chemically homogenous
neurons that establish the necessary connections
to secure spread of rhythmicity toward virtually
all cortically projecting thalamic nuclei. The
criteria for determining a cell group as a unique
pacemaker are loss of oscillations in target struc-
tures disconnected from the pacemaker and pres-
ence of oscillations in the pacemaker disconnected
from its inputs (see Section 3.2).

1.2. Desynchronization

Blockage of spindles and slow waves occurs
upon awakening from the state of EEG-synchro-
nized sleep as well as during rapid eye movement
(REM) or EEG-desynchronized sleep. The EEG-
synchronized activity is replaced by low-amplitude
and fast waves in the thalamocortical circuit. The
similar pattern of EEG activity and the similarly
enhanced synaptic excitability of thalamic and
neocortical cells during waking and REM sleep,
two states that were initially regarded as the two
poles of the waking-sleep cycle, indicate that both
these EEG-desynchronized states are activated at
the electrophysiological level of central neurons,
despite great differences in their mental content
and the fact that central motor commands are
blocked because of the hyperpolarization of spinal
motoneurons during REM sleep.

The EEG desynchronization during both wak-
ing and REM sleep concerns widespread thalamic
and cortical territories and reflects diffuse excita-
bility changes. In states of focussed attention,
however, synchronized focal oscillations with fast
frequencies may develop in quite circumscribed
neocortical areas (see Section 3.5). On the other
hand, the hippocampus, entorhinal cortex and re-
lated subsystems display synchronized theta waves
during various forms of waking activities and dur-
ing REM sleep (see Section 3.4), at a time when
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large regions of the neocortical mantle display
desynchronized waves.

The mechanisms that underly the blockage of
synchronized spindles and slow waves with transi-
tion from EEG-synchronized sleep to either wak-
ing or REM sleep do basically depend upon
cholinergic projections arising in the brain-stem
and basal forebrain. The long-standing hypothesis
of a cholinergic activating system was recently
substantiated by much experimental evidence.
Morphological studies combining retrograde trac-
ing techniques with choline acetyltransferase im-
munohistochemistry have revealed the brain-stem
projections to the thalamus and the basal fore-
brain projections to the cerebral cortex as well as
the thalamus (see Sections 2.4 and 4.1). Electro-
physiological studies have indicated that the de-
synchronizing brain-stem—thalamic network in-
volves a synaptic decoupling in the thalamic gen-
erator of spindle oscillations, in addition to direct
excitation of thalamic relay neurons (Fig. 1).
Acetylcholine is the neurotransmitter responsible
for this action, by switching the burst firing mode
and the depressed responsiveness of thalamic and
neocortical neurons during EEG-synchronized
sleep toward a tonic firing mode associated with
enhanced transfer function of externally or inter-
nally generated messages during waking and REM
sleep (see Section 4.2). Another neuromodulator,
norepinephrine, acts in conjunction with acetyl-
choline during wakefulness, but is not operational
during the other brain-activated state (REM sleep)
because of the virtual silence of locus coeruleus
neurons.

2. Intrinsic electrophysiological properties of neu-
rons in the thalamocortical circuit and in related
brain-stem nuclei

In the last 5-10 years, intracellular recording
from neurons in the thalamus and cortex have
revealed specialized electrophysiological proper-
ties which endow them with oscillatory properties.
This research has been performed initially in in
vitro mammalian slices as well as in the in vivo
condition, most particularly, in the guinea pig and
cat (Steriade and Llinas 1988). Because in the in
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vitro studies the ionic milicu of the cell can be
directly controlled by the use of ion channel
blockers, such investigations have revealed that
neurons at thalamic and cortical levels are endow-
ed with many electroresponsive ionic conduc-
tances.

2.1. Thalamocortical neurons

In the thalamus, intracellular studies have dem-
onstrated that most of the neurons which project
to the cerebral cortex behave, electrophysiologi-
cally, in an almost uniform fashion. In addition to
the sodium and potassium conductances which
generate the fast action potentials, the cells dem-
onstrate a high-threshold dendritic calcium spike
which regulates the duration of the normal spike
afterhyperpolarization. This calcium conductance
may be blocked by either cadmium or cobalt, in
which case the duration of the afterhyperpolariza-
tion is reduced since the calcium-dependent potas-
sium conductance is not activated (Jahnsen and
Llinis 1984a,b).

Another conductance well represented in these
neurons is that which generates the low-threshold
- calcium spike, which was initially described in the
inferior olivary cells (Llinas and Yarom 1981) and
which generates the rebound spike of thalamic
neurons (Llin4s and Jahnsen 1982; Fig. 2). These
channels allow inward calcium movement and are
inactive at rest but de-inactivated upon membrane
hyperpolarization. De-inactivation reaches a maxi-
mum at about —85 mV and is- time-dependent.
Also present in the thalamus is an early potassium
conductance similar to that found in invertebrates
and known as the A current. Finally, a non-in-
activating sodium conductance (Llinds and Sugi-
mori 1980; Stafstrom et al. 1984a) may be ob-
served in thalamic neurons. Taking together, these
conductances lead thalamic neurons to oscillate at
either 10 Hz, if allowed to come to an equilibrium
state upon the non-inactivating sodium conduc-
tance, or at 6 Hz if hyperpolarizing potentials are
generated by inhibitory means (cf., Steriade and
Llinis 1988). These two intrinsic rhythms allow
the cells to either oscillate or resonate in recipro-
cal thalamocortical loops at these two main fre-
quencies.
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Fig. 2. Two firing levels in thalamic neurons and ionic conduc-
tance for low-threshold spike (LTS) in in vitro studies of
guinea-pig thalamus. A: cell was directly excited while being
hyperpolarized by a constant current injection. Depolarizing
current pulse induces an LTS that triggers a burst of fast
action potentials. B: same current pulse produces a sub-
threshold depolarization if superimposed on a slightly de-
polarized membrane potential level. C: after further depolari-
zation by direct current, pulse produces a train of action
potentials. D: LTS generated by direct stimulation from a
slightly hyperpolarized neuron. E: blockage of sodium conduc-
tance by tetradotoxin (TTX) removes fast spike but leaves LTS
unmodified. F: addition of cobalt to the bath abolishes LTS
even when current pulse is increased in amplitude by 2.5 times,
demonstrating that LTS is generated by a low-threshold calcium
conductance. (Modified from Llinas and Jahnsen 1982.)

In addition to the oscillatory properties, the
thalamic neurons are also capable of functioning
as relay elements (Steriade and Llinas 1988). Thus,
depolarization of the membrane from resting level
generates repetitive activity of the neuron which
resembles that in other cells of the neural axis.
Thalamic neurons are, thus, capable of 2 distinct
forms of activity, namely: (a) a burst-like event
that occurs when the membrane potential is nega-
tive to —70 mV (Deschénes et al. 1984; Jahnsen
and Llinas 1984a,b) and underlies the burst re-
sponse observed during spindling and during
the late stage of EEG-synchronized sleep when
ponto-geniculo-occipital (PGO) waves appear and
herald REM sleep; () when the cell depolarizes
from —60 mV the cells are capable of tonic repet-
itive activity and may serve as relay elements
(Deschénes et al. 1984; Jahnsen and Llinas
1984a,b). These 2 types of thalamic activity repre-
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sent intrinsic electrophysiological states which co-
exist with different functional states of the brain
such as the sleep-wakefulness cycle (Steriade and
Llinas 1988).

2.2. Reticular thalamic neurons

Another element in the thalamocortical circuit
is the neurons of the reticular thalamic nucleus.
These neurons, that use GABA, a powerful inhibi-
tory transmitter, are similar to the cortically pro-
jecting thalamic cells but, in addition to the con-
ductances described above, they possess powerful
sodium-dependent dendritic spiking properties and
a second rebound excitation produced by a calcium
entry located most probably at dendritic level
(Llinas and Geijo-Barrientos 1988). These proper-
ties allow the reticular thalamic neurons to oscil-
late easily, in fact, more readily than the thalamic
neurons themselves, especially during the light
sleep state with EEG synchronization (Steriade et
al. 1986). In this respect, the synaptic organization
in the circuit between thalamocortical and reticu-
lar thalamic cells becomes oscillatory since the
neurons of the reticular nucleus generate powerful
inhibitory postsynaptic potentials (IPSPs) in
thalamocortical neurons, which produce rebound
excitation which returns to the reticular thalamic
neurons (Steriade and Llinas 1988). Moreover,
since the thalamic neurons give collaterals to the
reticular thalamic nucleus on their way to the
cortex, and the cortical pyramidal cells also give
collaterals as they return to the thalamus, a second
oscillatory system includes a thalamocortical path-
way.

2.3. Neocortical neurons

While the cortical neurons demonstrate the re-
bound calcium conductance (Grace and Llinas
1984; Stafstrom et al. 1984b; McCormick et al.
1985) observed in thalamic neurons, this conduc-
tance is not as sizable as in the thalamic cells.
Nevertheless, cortical neurons have sufficient
low-threshold spiking to be able to respond very
specifically to given thalamic input at given fre-
quencies. In addition to a rebound calcium spik-
ing, the cortical cells possess an inactivating
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sodium conductance and are capable of repetitive
firing. The cells also demonstrate anomalous recti-
fication as well as a powerful delay rectification
(Connors et al. 1982; Stafstrom et al. 1984a; Mc-
Cormick et al. 1985).

2.4. Brain-stem neurons with thalamic projections

Another set of neurons that is important in the
functional organization of the thalamocortical sys-
tem is located in the brain-stem, namely, in the
pedunculopontine tegmental (PPT) and laterodor-
sal tegmental (LDT) nuclei. Neurons of these
nuclei provide the major cholinergic input to the
thalamus (Mesulam et al. 1983; Hallanger et al.
1987; Paré et al. 1988; Steriade et al. 1988; see
also Section 4.1) and have recently been investi-
gated in brain slices (Leonard and Llinas 1988,
1990; Kang and Kitai 1990). Three types of neu-
rons have been identified electrophysiologically,
one of which has low-threshold calcium spikes,
one has a strong transient potassium conductance
(A-conductance), and one has both (Leonard and
Llinas 1990). The latter two types of neurons have
been demonstrated to project to the thalamus by
intracellular recordings and dye injection of PPT
neurons retrogradely labeled with fluorescent mi-
crospheres injected into the thalamus. In addition,
the type of neuron having the A-conductance has
been shown to be cholinergic by combining in-
tracellular recording, dye injection and histochem-
ical labeling methods. Thus, the use of a combina-
tion of 3 different techniques reveals that choliner-
gic and other thalamically projecting neurons of
PPT and LDT nuclei have the necessary electro-
physiological characteristics to generate functional
events of the sleep-wake cycle, such as PGO waves
(see also Section 4.2).

3. Phenomenology, mechanisms, and behavioral
connotations of various EEG rhythms in normal
and pathological conditions

3.1. Alpha waves

The alpha rhythm has a frequency range of
8-13 Hz, occurs during wakefulness particularly
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over the occipital cortex, appears at eyes closure
and disappears at eyes opening. Several alpha
rhythms differing in frequency components may
coexist in the occipital cortex.

In order to study experimentally the mecha-
nisms of generation of the alpha rhythm, it is
important to have available animal models of this
EEG activity. Two types of experimental models
have been used in this context. (a) Recordings by
way of chronically indwelling electrodes in experi-
mental animals in the awake state under condi-
tions as close as possible to those known to be
necessary for the occurrence of the alpha rhythm
in man. This has been studied particularly in cat
(Lanoir and Cordeau 1970; Rougeul et al. 1974),
dog (Storm van Leeuwen et al. 1967; Lopes da
Silva et al. 1973a), and monkey (Jurko and Andry
1967). (b) In view of the apparent similarity be-
tween sequences of alpha waves and spindles un-
der barbiturate anesthesia, the latter have been
assumed to provide an acceptable experimental
animal model of alpha rhythmic activity (Ander-
sen and Andersson 1968). However, there are a
number of essential differences between both types
of phenomena, concerning spectra and topo-
graphic distribution (Lopes da Silva et al. 1973b).
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Moreover, barbiturate-induced or natural sleep
spindling appears during unconsciousness and is
associated with blockade of synaptic transmission
through the thalamus (see Section 3.2), whereas
alpha waves may increase during attention tasks
(Creutzfeldt et al. 1969; Ray and Cole 1985).
Furthermore, alpha waves are mainly distributed
along cortico-cortical pathways (see below, this
section), whereas spindle waves are generated in
the thalamus and exclusively distributed to
neocortex along thalamocortical axons (see Sec-
tion 3.2). Nevertheless it is possible that parts of
the neuronal elements and networks responsible
for the generation of spindles, also account for the
genesis of alpha rhythms. The main differences
between both types of phenomena pertain mainly
to dynamics of the two types of rhythmic activi-
ties.

Experimentally a number of features of alpha
rhythms recorded from the awake animal have
been established, particularly using the dog as the
experimental model: (a) alpha rhythms of the
same peak frequency, bandwidth and reactivity
can be recorded from the visual cortex as well as
from the visual thalamus, namely, lateral genicu-
late and pulvinar nuclei (Lopes da Silva et al.

Fig. 3. Alpha rhythm in dog. A, left: photomicrograph of a section of the lateral gyrus (visual cortex). The electrode bundle consisted
of 7 wires with a bare tip of 0.15 mm, as indicated by the bars at the side of the electrode numbers. Middle: an epoch of alpha
activity recorded simultaneously from 6 sites corresponding to those shown at left, against a common frontal cranial reference
(negativity upwards). Note that there is a polarity change between the most superficial sites (E25, 24) and the deepest sites (E22, 21,
19). At E23 a transition type of wave form can be seen. Right: phase shift between the most superficial site (E25) and deeper lying
sites computed using spectral analysis based on the average of a number of epochs within the frequency band 11.2-13.1 Hz. The
mean values of the phase shift and the corresponding standard deviations are indicated. Note the gradual increase in phase shift as a
function of cortical depth down to electrode site E23 and the jump in phase of about 180° (broken line) at the level of E22. This
indicates that the neuronal generators of the cortical alpha rhythm are at the level of the large pyramidal cells at about 1.1 mm below
the surface of the visual cortex. B: schematic view of the relationship between thalamic and cortical alpha rhythmic activity. The lines
indicate the amount of influence that a thalamic signal has on the coherence between a pair of cortical signals (shaded area) recorded
during alpha rhythm in the awake dog. This was measured by partializing the intercortical coherence on the thalamic signals recorded
from the LGN (lateral geniculate nucleus) and the PULV (pulvinar nucleus) or other cortical signals. This computation of “partial
coherence functions” permits to perform a sort of “theoretical thalamic deafferentation.” On the left-hand side the position of the
cortical and thalamic electrodes is depicted, with the electrode sites numbered (frontal plane 0 is given by F0). Each scheme on the
right-hand side represents the result of a partialization ~ the width of the lines indicates the amount of influence of a third signal on
the coherence between a pair. Note that the influence of PULYV is much larger than that of the LGN; the influence of the cortical site
13 is also large but that of site 8 is small. On the 2nd row can be seen that the influence of the thalamic sites on the coherence
between pairs involving the visual cortex is much smaller, even negligible, for the LGN (broken lines). These results indicate that the
PULY, but not the LGN, has a widespread influence on cortico-cortical domains of alpha activity over the mesial occipital cortex,
but much less over the lateral gyrus. Nevertheless, the residual cortico-cortical coherences are still large (not shown) indicating that
intracortical factors play also a significant role for the establishment of cortical domains of alpha activity. (A modified from Lopes da
* Silva and Storm van Leecuwen 1977; and B from Lopes da Silva et al. 1980.)
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1973a); (b) alpha rhythms of the visual cortex are
generated by an equivalent dipole layer centered
at the level of the somata and basal dendrites of
pyramidal neurons of layers IV and V (Fig. 3A;
Lopes da Silva and Storm van Leeuwen 1977); (c)
cortical alpha rhythms appear to be generated in
relatively small cortical areas which act as epi-
centers; from these, alpha activity spreads around
in different directions up to distances of 4 mm
with an apparent velocity of propagation over the
cortical surface of about 0.33/msec (Lopes da
Silva and Storm van Leeuwen 1977); (d) coherences
between alpha rhythms simultaneously recorded
in thalamus and cortex are in most cases signifi-
cantly different from zero (largest value for the
squared coherence was found to be 0.56 at 12.1
Hz, 95% confidence limits' 0.75-0.32; Lopes da
Silva et al. 1973a); (e) coherences between alpha
rhythms recorded between electrodes placed in the
cortex at relatively small distances (2 mm) are
usually large (> 0.81 squared coherence) and de-
crease with distance (Lopes da Silva and Storm
van Leeuwen 1977); (f) the above mentioned stud-
ies have revealed that intracortical coherences are
in general larger than any thalamocortical
coherence measured in the same animal. Further-
more it was found that the alpha rhythms of the
lateral geniculate nucleus influence the coherence
between cortical alpha rhythms only moderately,
whereas those of the pulvinar may have a much
stronger influence on the same activity (Lopes da
Silva et al. 1980; Fig. 3B).

These findings led to the general conclusion
that there are thalamocortical and cortico-cortical
systems which interact in the generation of corti-
cal alpha rhythms.

Theoretically, a model of alpha rhythm genera-
tion and propagation in a cortical network has
suggested that the influence of the excitatory and
inhibitory intracortical connections in the net-
works generating an alpha rhythm falls off ex-
ponentially with characteristic distances of the
same order of magnitude as a cortical module or
column (Van Rotterdam et al. 1982).

These experimental and theoretical studies pro-
vide a basis for an understanding of alpha rhythms
as EEG signals generated by well defined neuro-
nal networks. At the macroscopic level the dy-
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namics of these neuronal networks are becoming
understood. However, the precise cellular mecha-
nisms of alpha rhythms are still little known
(Steriade and Llinas 1988). In particular the role of
intrinsic membrane properties of single neurons
and the neuronal ensembles involved in the gener-
ation of oscillations characteristic of alpha activity
is still unclear. The main difficulty for these types
of studies lies in the fact that the conditions under
which intrinsic properties may be best studied, i.e.,
in vitro, are not compatible with those necessary
for the occurrence of alpha rhythms in the awake
animal. Nevertheless, some of the findings pertain-
ing to the generation of spindle rhythmicity (see
Section 3.2) may serve as a working hypothesis to
be tested in relation to the generation of alpha
thythms, namely that the thalamic reticular
nucleus appears to play an essential role in pace-
making synchronized oscillations in the thalamus
(Steriade and Deschénes 1984). As yet, there is no
evidence of such a synchronizing device in the
neocortex, if alpha waves are mainly cortical in
origin.

3.2. Spindle oscillations

Spindle waves are the epitome of EEG synchro-
nization during the early stage of sleep. In the cat,
the species of choice for studying this type of
oscillations at the intracellular level, spindles rep-
resent the electrographic landmark of the transi-
tion from waking to sleep.

Spindles are defined as waxing and waning
waves between 7 and 14 Hz, grouped in sequences
that last for 1.5-2 sec and that recur periodically
with a slow rhythm of 0.1-0.2 Hz. Both these
rhythms (7-14 Hz and 0.1-0.2 Hz) can be seen
over widespread cortical territories in animals
sleeping naturally or in barbiturate sleep (Steriade
and Deschénes 1984).

Two main theories have been elaborated to
explain the thalamic genesis of spindle oscilla-
tions.

3.2.1. The hypothesis of an intranuclear recurrent
inhibitory circuit

The theory elaborated by Andersen and his
colleagues (see Andersen and Andersson 1968)



CEREBRAL RHYTHMIC ACTIVITIES

postulated that spindles originate in feedback in-
hibitory loops, disseminated in virtually all
thalamic nuclei and involving thalamocortical
neurons, their presumed local axonal collaterals,
and intrinsic inhibitory cells (or interneurons).
Each thalamic nucleus was thought to be endowed
with oscillatory properties and no particular
nucleus was regarded as playing the role of a
pacemaker. The spread and synchronization of
oscillations were ascribed to “distributor” neurons
linking various thalamic nuclei.

This theory was refuted on the basis of follow-
ing evidence. (a) The intranuclear recurrent col-
laterals of thalamocortical axons are absent, as
demonstrated by intracellular injections with
horseradish peroxidase (HRP) in various relay,
associational and intralaminar nuclei, including
the ventrobasal complex in which Andersen’s ex-
periments have been conducted (Yen and Jones
1983; Steriade and Deschénes 1984; Jones 1985).
(b) There is little, if any, cross-talk between vari-
ous thalamic nuclei (Jones 1985). It is, -therefore,
necessary to postulate a synchronizing nucleus
with the required projections to wvirtually all
thalamic nuclei. The only such structure is the
reticular (RE) thalamic nucleus. (¢} The hypothe-
sis that each thalamic nucleus is endowed with the
property of generating spindle oscillations was
disproved by experiments showing that, after dis-
connection from the RE thalamic nucleus, spin-
dles are absent in all remaining thalamic territo-
ries (see below, Section 3.2.2).

3.2.2. The reticular thalamic nucleus generates spin-
dle rhythms

The RE nucleus is a peripheral sheet of GABA-
ergic neurons covering the rostral, lateral and
ventral surfaces of the thalamus. The hypothesis
that RE nucleus generates spindling oscillations
was substantiated by the following experimental
evidence.

(a) Intracellularly, spindle oscillations are asso-
ciated with a slowly growing and decaying de-
polarization with superimposed spike barrages in
RE neurons, whereas the reverse image is seen in
their targets, the thalamocortical neurons, which
simultaneously display rhythmic long-lasting
(100-150 msec) hyperpolarizations that occasion-
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Fig. 4. Intracellular aspects of spindling oscillatory activities in
reticular thalamic (RE), thalamocortical (Th-Cx; recorded from
ventrolateral nucleus), and pyramidal tract (PT; recorded from
motor cortex) neurons of cats under barbiturate anesthesia.
Resting membrane potentials over —55 mV. The spindle se-
quences marked by asterisks in top traces of RE and Th-Cx
neurons are depicted below at higher speed. Note in top traces
the slow rhythm of spindle sequences, recurring every 5-10 sec.
The spindle oscillations of GABAergic RE neurons are super-
imposed on a slowly growing and decaying depolarization,
whereas spindles of Th-Cx cells are characterized by rhythmic
hyperpolarizations that, occasionally, deinactivate a low-
threshold rebound spike. See also text. (Modified from Steriade
and Deschénes 1988.)

ally de-inactivate a rebound spike burst (Steriade
and Deschénes 1988; Fig. 4). The burst, an intrin-
sic property of thalamic cells (see Section 2), is
transferred along thalamocortical axons and trig-
gers excitatory postsynaptic potentials (EPSPs)
and spikes, within the frequency range of spindle
waves, in neocortical neurons. These are the cellu-
lar bases of EEG spindles. The suggestion that
opposite activity patterns in GABAergic RE neu-
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rons and their targets reflect a causal relation was
tested and confirmed.

(b) After disconnection of cortically projecting
thalamic nuclei from their RE inputs (by transec-
tions and chemical lesions of RE perikarya), spin-
dling is abolished in thalamocortical neurons
(Steriade et al. 1985). Instead of rhythmic long-
lasting hyperpolarizations that underly spindle
oscillations in thalamocortical neurons with intact
connections, RE-deprived thalamocortical cells
display inhibitory postsynaptic potentials (IPSPs)
with short duration and without any rhythmicity;
such chloride-dependent IPSPs are generated by
GABAergic interneurons, intrinsic to each thalam-
ic nucleus. The absence of spindle oscillations was
also observed (without any experimental manipu-
lation) in anterior thalamic nuclei (Paré et al.
1987), the only major group of dorsal thalamic
nuclei that are naturally devoid of connections
with the RE nucleus (Steriade et al. 1984). Im-
portantly, spindles are absent in anterior thalamic
neurons despite their having intrinsic electrophysi-
ological properties similar to those of other
thalamic neurons (Paré et al. 1987). This indicates
that the afferents from RE nucleus are crucial for
generating the spindle-related hyperpolarizations
in thalamocortical neurons.

(c) The hypothesis that RE neurons are pace-
makers of spindle oscillations was finally sup-
ported by presence of focal spindles and associ-
ated rhythmic spike barrages in RE neurons dis-
connected from their major input sources, the
thalamus and cerebral cortex (Steriade et al
1987a).

3.2.3. Mechanisms of spindle blockage upon arousal

In addition to the intrinsic properties of
thalamic neurons and the synaptic networks that
necessarily include the RE thalamic nucleus, the
third factor behind spindle appearance is a
dampened activity in cholinergic brain-stem-
thalamic projections, as it occurs during the tran-
sition from waking to EEG-synchronized sleep.
This assumption is supported by two lines of
evidence discussed below.

(a) Brain-stem reticular neurons with anti-
dromically identified thalamic projections reliably
decrease their firing rates, up to virtual neuronal
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silence, 1 sec before the first spindle sequence
during wake-to-sleep transition (Steriade 1984).
Since brain-stem reticular neurons exert direct ex-
citatory actions upon thalamocortical neurons
(Steriade and Glenn 1982), this sudden withdrawal
of facilitatory impulses produces hyperpolariza-
tions (by disfacilitation) in pools of thalamic neu-
rons that may lead to rebound excitation. In turn,
the postinhibitory rebounds in thalamofugal axons
(which collateralize into the RE nucleus) effi-
ciently drive RE neurons, and an avalanche pro-
cess throughout the dendrodendritic network of
the RE nuclear complex eventually results in syn-
chronizing virtually all thalamocortical systems
within spindle frequencies (see Section 3.2.2). In
addition to this action mediated by thalamocorti-
cal neurons, the drop in activity of brain-stem—
thalamic cholinergic neurons at sleep onset di-
rectly influences the RE pacemaker and sets it
into motion, because acetylcholine is a powerful
inhibitor of GABAergic RE cells (see below, b).
(b) Natural arousal or the artificial condition
which mimicks it, namely, the electrical stimula-
tion of brain-stem-thalamic projections, lead to
blockage of spindles in thalamocortical systems
and to replacement of the oscillatory mode of
sleep by a tonic discharge mode with increased
transfer function (Steriade and Llinas 1988). The
blockage of spindle-related cyclic hyperpolariza-
tions in thalamocortical neurons by brain-stem
reticular stimulation (Purpura et al. 1966; Singer
1973) depends upon the obliteration of spindles at
their very site of genesis, the RE thalamic nucleus.
Stimulation of peribrachial cholinergic area of the
pedunculopontine tegmental nucleus induces in
RE neurons a hyperpolarization with increased
membrane conductance (Hu et al. 1989a; see Fig.
1), probably to potassium ions (McCormick and
Prince 1986a). This brain-stem-elicited inhibition
of RE neurons produces a synaptic decoupling in
the pacemaker of spindle oscillations. An ad-
ditional factor in the disruption of spindle oscilla-
tions upon arousal is the action exerted by basal
forebrain neurons. Besides their projections to the
cerebral cortex, basal forebrain neurons project to
the RE thalamic nucleus (Levey et al. 1987;
Steriade et al. 1987b; Parent et al. 1988). This
projection is partially cholinergic, but GABAergic
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neurons of the basal forebrain also contribute to it
(Asanuma and Porter 1990). Both acetylcholine
and GABA are powerful inhibitors of GABAergic
RE cells. Therefore, any increased activity of basal
forebrain neurons (as it occurs upon arousal)
would inhibit the genesis of spindles, and any
lesion of basal forebrain neurons would lead to an
increased incidence of spindling (Buzsaki et al.
1988).

3.3. Slow waves

This section summarizes evidence on slow (or
delta) waves during natural sleep, but especially
on pathological slow waves.

Slow waves between 0.5 and 4 Hz prevail dur-
ing the deep stage of normal EEG-synchronized
sleep when they are indented by faster spindle
waves. [t is probable that the site of genesis of
slow waves is different from that of spindle oscil-
lations since, in experimental animal studies, spin-
dles are abolished while slow waves persist in the
cerebral cortex of athalamic cats (Villablanca
1974). As yet, there is no systematic intracellular
analysis of cortical slow waves.

3.3.1. Generators of delta activity

Stratigraphic studies of cats’ association cortex
(Calvet et al. 1964) and current-source-density
analyses of rabbit’s visual cortex (Petsche et al.
1984) indicate that slow waves around 4 Hz are
generated between layers 11-111 and layer V.

Ball et al. (1977) studied the extracellular micro-
physiology of cortical polymorphic delta waves
produced by lesions of the subcortical white
matter, the thalamus or the mesencephalic reticu-
lar formation. It was found that the spatio-tem-
poral average of these cortical delta waves exhibits
a dipolar profile across cortical layers. This dem-
onstrates that the main current flow underlying
polymorphic delta activity within the cortex is
vertical, especially since tangential recording of
delta activity over distances of cortex comparable
to its thickness did not show any evidence for a
significant tangential component of current flow
underlying delta waves.

These findings indicate that delta waves are
generated by vertically arranged dipolar genera-
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tors lying parallel to each other. The most likely
candidates are the pyramidal neurons of the
cerebral cortex. The fact that the delta waves are
generated by pyramidal neurons is suggested also
by the observation of Ball et al. (1977) that a
statistical relationship exists between the firing
probability of single cortical neurons and the
surface-positive phases of cortical delta activity,
while surface-negative deflections were associated
with a diminution in firing probability. Delta
waves thus reflect sequences of excitatory and
inhibitory processes of cortical neurons.

In addition of being the result of synaptic activ-
ity, slow waves may also reflect intrinsic proper-
ties of cortical neurons, such as a long-lasting
(200-500 msec) calcium-mediated potassium con-
ductance (Connors et al. 1982), that is markedly
attenuated by acetylcholine (Krnjevi¢ et al. 1971;
McCormick et al. 1986b). It was hypothesized that
the suppression of slow (delta) waves upon arousal
results from the action of cortically projecting
basal forebrain cholinergic neurons (Buzsaki et al.
1988).

Atropine-induced delta activity, both at the
macrophysiological and extracellular microphysio-
logical scale, is very similar to that produced by
white matter, thalamic or reticular formation le-
sions (Schaul et al. 1978). Since partial cortical
deafferentation seems to be a likely candidate as a
factor involved in the production of polymorphic
delta activity, one may suspect that in the case of
brain lesions cholinergic deafferentation may play
a role in the production of cortical delta activity.
Recent reports showed that whenever the dis-
charge rate of presumably cholinergic cortically
projecting basal forebrain neurons decreased, large
slow waves appeared in the cortical EEG (Detari
and Vanderwolf 1987), and chemical lesions of
basal forebrain cholinergic perikarya with subse-
quent decrease in acetylcholinesterase-positive
fibers in the cortex resulted in a dramatic increase
in delta activity in the ipsilateral cortex (Buzsaki
et al. 1988).

3.3.2. Polymorphic and other delta activity due to
metabolic disturbances

The underlying fundamental mechanisms lead-
ing to slow wave activity in metabolic derange-
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ments remain unknown. The only experimental
work reporting single cell recordings related to
metabolically induced delta activity was carried
out in acute anoxia and hypoglycemia (Creutzfeldt
et al. 1961; Creutzfeldt and Meisch 1963). Changes
in single-cell activity are correlated with delta
wave activity, the single-cell discharges becoming
more grouped in time. Action potentials of corti-
cal neurons occur in relation to extracellular nega-
tivity of the slow wave at the site of unit recording
within the depth of the cortex. This deep negativ-
ity corresponds to a surface-positive phase of the
slow wave which may be preceded by a slight
negative hump. There are thus similarities between
the extracellular microphysiology of metabolically
induced delta waves and those seen with cerebral
structural lesions.

We now turn to pathological slow waves, espe-
cially in human studies. Pathological slow waves
can be divided into the following 2 categories:
theta activity in the frequency range of 4.5-7 Hz
(this type of pathological activity should not be
confused with the normal theta activity seen in the
subprimate hippocampus which occurs during
activated behavioral states; see Section 3.4); and
delta activity with a frequency of below 4.5 Hz.

3.3.3. Pathological waves within theta frequency
range

Nothing very precise is known about the un-
derlying pathophysiological mechanism of theta
waves. Three major types can be distinguished.

(a) A first type of theta rhythm probably repre-
sents a slowing down of the alpha activity. There
exists a relationship between the EEG frequency
and the rate of cerebral blood flow and oxygen
uptake in cortical grey matter: the slower the
frequency, the greater the reduction in cerebral
blood flow (Ingvar et al. 1965, 1976). Such slowing
of the background activity is seen in mild to
moderate hypoxia, cerebrovascular disease, de-
mentias, and in mild degrees of metabolic en-
cephalopathies, for instance renal or hepatic
(Saunders and Westmoreland 1979). It is also seen
in epileptic patients, where it sometimes may be
due to anticonvulsant medication (Saunders and
Westmoreland 1979).
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(b) A second type of theta activity, particularly
that which occurs intermittently and with fronto-
temporal predominance, is often attributed to dis-
turbances in deep midline structures (Gloor 1976).

(c) Localized theta activity may merely repre-
sent the mildest form of polymorphic delta activ-
ity (see below).

3.3.4. Pathological delta activity

3.3.4.1. Classification. ~ On the basis of purely
morphological criteria 2 major types of delta activ-
ity can be distinguished: (a) continuous, polymor-
phic delta activity; and (b) intermittent, often
paroxysmal monomorphic delta activity.

3.3.4.2. Definitions. Polymorphic delta activity
is usually continuous or occurs in long trains. It is
characterized by a marked irregularity of wave
form. There is usually one predominant frequency,
which may, however, vary over a certain range.
This form of delta activity may occur in a local-
ized fashion or it may be unilateral or truly gener-
alized, with or without asymmetry. Intermittent
monomorphic delta activity normally occurs in bi-
laterally synchronous paroxysmal bursts with
frontal predominance (so-called frontally pre-
dominant intermittent rhythmic delta activity or
FIRDA) (Goldensohn 1979) but it may sometimes
predominate posteriorly and occasionally may oc-
cur unilaterally or even focally, although the latter
is rare. The wave form of this type of delta activity
is smooth with a very strong predominance of a
single frequency.

3.3.4.3. Pathological substrate of polymorphic
delta activity. Both metabolic and structural pa-
thology can give rise to polymorphic delta activity.
In the case of generalized and symmetrical poly-
morphic delta activity, the cause is usually a dif-
fuse encephalopathy, either metabolic or struc-
tural, in the latter case most likely a diffuse white
matter encephalopathy (Gloor et al. 1968;
Saunders and Westmoreland 1979; see below).
Localized delta activity is usually attributed to a
localized lesion in which some destruction of
cerebral tissue has taken place (Hess 1976;
Goldensohn 1979) but it should be recognized that
such polymorphic delta activity may also occur in
a localized fashion in patients with partial epilepsy
(Marshall et al. 1988). Sometimes such slow wave
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activity in epileptics is postictal, but there is also
in many a more enduring slow wave disturbance.

The important role of subcortical white matter
pathology in the genesis of polymorphic delta
activity has been demonstrated most conclusively
in animal experiments (Gloor et al. 1977). There
are many instances from human pathology which
support this experimentally derived notion of the
pathogenetic importance of subcortical white
matter pathology in the genesis of polymorphic
delta activity (Goldensohn 1979). ,

Other structural lesions that can produce either
localized, lateralized or bilateral delta activity are
lesions of the thalamus and lesions of the mid-
brain reticular formation. If bilateral they produce
bilateral generalized polymorphic delta activity.
These effects of thalamic and brain-stem lesions
have also been demonstrated in experimental
animals (Gloor et al. 1977) and are supported by
clinical observations (Schaul et al. 1981a).

By contrast, localized lesions of the cortical
gray matter do not produce polymorphic delta
activity, not even on the fringes of the lesion. They
only depress the amplitude of the cortical back-
ground activity (Gloor et al. 1977). This is in line
with the observation of absence or paucity of
polymorphic delta activity in extraparenchym-
atous lesions that merely compress the brain, such
as meningiomas or subdural hematomas (Golden-
sohn 1979).

Vasogenic edema per se, often considered by
clinicians to be a major factor in producing poly-
morphic delta activity (Hess 1976), does not in-
duce slow waves, unless the edema is massive and
leads to pressure on, or distortion of, deep midline
structures. The delta waves then are probably pro-
duced because of interference with thalamic or
brain-stem reticular mechanisms (Gloor et al.
1977).

These findings suggest that a common de-
nominator favoring the appearance of either local-
ized or generalized polymorphic delta activity as a
consequence of structural brain pathology is a
partial deafferentation of the cerebral cortex (Stein
1965; Gloor et al. 1977). Total deafferentation of
the cortex does not seem to produce polymorphic
delta activity (Gloor et al. 1977).
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3.3.4.4. Intermittent monomorphic delta activity.
Traditionally this type of paroxysmal, usually bi-
laterally, synchronous and frontally predominant
delta activity (FIRDA), has been attributed to
lesions or disturbances in deep midline structures
in the region of the third ventricle or in the upper
midbrain (see Gloor 1976).

"There exists no known experimental model of
intermittent monomorphic delta activity. Clinico-
pathological studies in humans demonstrate that
this type of intermittent monomorphic delta dis-
turbance is non-specific and may be encountered
in a great variety of cerebral pathologies, some
structural, some metabolic, most commonly, but
not exclusively, some diffuse encephalopathy
(Gloor 1976; Schaul et al. 1981b; Fariello et al.
1982). There is no close association of this
abnormality with structural lesions located in deep
midline structures (Schaul et al. 1981a) although
undoubtedly some patients (but by no means the
majority) with such lesions do show intermittent
monomorphic delta activity. However, lesions in
other parts of the brain are also at times associ-
ated with this EEG pattern (Gloor 1976; Fariello
et al. 1982). The most common structural pa-
thology associated with the appearance of bilater-
ally synchronous slow wave activity is diffuse gray
matter disease involving both cortical and sub-
cortical structures (Gloor et al. 1968).

Nothing is known about the behavior of single
cells nor of the involvement of neurotransmitters
or neuromodulators in the genesis of intermittent
monomorphic delta activity.

3.3.5. Requirements for future research

Obviously most of the questions concerning the
pathophysiology of slow waves in the EEG remain
unanswered. Adequate animal models especially
for the various forms of theta activity and for
intermittent monomorphic delta activity, that are
sufficiently similar to their human counterparts,
are presently unavailable and must be developed.
Furthermore, the cellular mechanisms of the vari-
ous forms of pathological slow wave activity must
be studied, not only extracellularly (which so far
has only been done for polymorphic delta activity),
but also intracellularly. The latter is the single
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most urgent requirement in this field. Once the
intracellular electrophysiological correlates of
pathological delta activity have been established,
the search can begin for the factors that underlie
these changes. These may include disturbances in
the regulation of various ionic membrane currents,
improper regulation of transmitter release, re-up-
take or inactivation, abnormal regulation of
peptidergic and other neuromodulator mecha-
nisms, activity of false transmitters under patho-
logical conditions, abnormal second messenger
mechanisms, and so on. Once these basic mecha-
nisms are understood, it is to be expected that the
clinical electroencephalographer will then be able
to use the analysis of pathological slow wave
activity in a much more effective and sophisti-
cated way for purposes of diagnosis and patient
management than is presently possible. ‘

-3.4. Theta waves

According to the current human EEG nomen-
clature, the theta rhythm is an activity within the
frequency range of 4-7 Hz. It dominates the EEG
activity recorded from the hippocampus of most
mammals, but especially in rodents. However, in
lower mammals the hippocampal EEG has a wider
frequency range and may extend from 3-4 Hz up
to 10-12 Hz. Therefore, it has become current
practice to name this EEG activity thythmic slow
activity (RSA), in order to avoid the term theta
rhythm that does not cover the entire frequency
range within which the hippocampal EEG of lower
animals may fall.

A controversial point is whether hippocampal
RSA occurs not only in lower mammals but also
in humans. Single cases have been reported in
which hippocampal RSA was observed in man,
but Halgren et al. (1985) were not able to find
RSA in human recordings. However, using spec-
tral analysis, Arnolds et al. (1980) were able to
demonstrate a peak corresponding to the frequency
of RSA in the hippocampus of epileptic patients.
This RSA presented a dominant low frequency
(about 3-4 Hz) which was modulated with behav-
ior in a similar way as in lower mammals. The
relative difficulty of demonstrating RSA in the
human hippocampus may be related to the de-
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crease in RSA amplitude and regularity in higher
primates (Crowne and Radcliffe 1975).

3.4.1. Septal “pacemaker”: input pathways and
topographic distribution

RSA is commonly associated with the hippo-
campal formation, since it is most conspicuous in
this structure. However, RSA with the same gen-
eral characteristics as that of the hippocampus has
also been found in other cortical limbic areas,
namely in the entorhinal and the cingular cortices.
It is generally agreed that the RSA of the hippo-
campus and the other limbic areas is dependent
on an intact septal area that will act as a pace-
maker of the RSA.

It has long been known that the hippocampal
RSA is modulated by ascending fibers from the
brain-stem (Torii 1961; Yokota and Fujimori 1964;
Anchel and Lindsley 1972). This has in particular
been clarified in the studies of Vertes (1980, 1981,
1982).

The experimental evidence for the notion that
the neuronal population of the septal area forms
the pacemaker of RSA is based on the following
findings. Destruction of the medial septum results
in the disappearance of the RSA from the hippo-
campus and other limbic cortical areas (Petsche et
al. 1962; Vinogradova et al. 1980). Several investi-
gators using quantitative methods demonstrated
that a population of medial septal /diagonal band
neurons discharges in phase with the hippocampal
RSA (Apostol and Creutzfeldt 1974; Assaf and
Miller 1978; Gaztelu and Buno 1982). In the study
of Gaztelu and Buho (1982) in the rat, about 56%
of the total septal population showed a tight phase
locking to the hippocampal RSA. The neurons,
the activity of which show the highest correlation
with the hippocampal RSA, are most densely con-
centrated within the dorsal part of the vertical
limb of the diagonal band and the ventral part of
the medial septal nucleus (Wilson et al. 1976;
Assaf and Miller 1978; Gaztelu and Bufo 1982).
In the same region, McLennan and Miller (1976)
were able to record bursting cells at the frequency
of the RSA after fimbria cuts that isolated the
medial septum from the hippocampus. However,
we should note that the hippocampal neurons
need not be considered just as passive followers of
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the rhythmic septal pacemaker. The local net-
works may also contribute to the RSA. Recently,
Konopacki et al. (1987) showed that in hippo-
campal slices in vitro, application of the cholinergic
agonist carbachol (50 pM) produced theta-like
rhythmical wave forms. This shows that hippo-
campal neurons are capable of producing synchro-
nized rhythmic activity when isolated from septal
inputs. The same group of investigators demon-
strated that in this preparation both the CA1l field
and the dentate gyrus can independently generate
carbachol-induced RSA activity. Furthermore,
theta-like activity in hippocampal slices has been
shown to be due to muscarinic receptor activation
suggesting that this type of theta activity is most
likely caused by cholinergic inputs arising from
the septum and diagonal band (Konopacki et al.
1988).

3.4.2. Cellular mechanisms of generation

In the hippocampal formation, a clear dipole
field profile of RSA was obtained in the CA1 field
with null amplitude at the proximal parts of the
apical pyramidal dendrites (type I profile of Win-
son 1976a,b) and an amplitude maximum near the
hippocampal fissure (Green et al. 1960; Artemenko
1972; Bland et al. 1975). However, in freely mov-
ing rats, a different RSA depth profile was found,
the so-called type II profile of Winson (1974). In
these cases, there is a gradual phase shift up to
180° in the stratum radiatum and an amplitude
maximum at the molecular layer of the upper
blade of the dentate gyrus.

It is of importance to be able to relate intracel-
lularly recorded membrane potential fluctuations
to the extracellular RSA. Recently, some intracel-
lular data relevant for this discussion became
available. Leung and Yim (1986), in urethane-
anesthetized rats, made intracellular recordings
from CAl pyramidal cells and found oscillations
of the membrane potential in the frequency range
of the RSA (intracellular theta rhythm), phase-
locked with the extracellular RSA. By means of
current injection of acetate ions they were able to
invert the phase relationship between the intracell-
ular and extracellular rhythmic activity as well as
that of the IPSPs.

However, such an interpretation is still con-
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troversial. Namely, Nunez et al. (1987) reported
that intracellular RSA activity in identified CA1l-
CA3 pyramidal cells in rats, curarized and
anesthetized with urethane, reflects EPSPs and
slow calcium-mediated spikes. Moreover, these
authors showed that during the RSA most of the
CA1 pyramidal cells undergo a sustained depolari-
zation of up to 20 mV above the resting level. In
about 25% of the CA1l cells analyzed, the mem-
brane potential oscillated in close relation to the
extracellularly recorded RSA. Using small hyper-
polarizing pulses, Nunez et al. (1987) calculated
that there is a mean conductance decrease of
about 30% during the sustained depolarization. In
some CA1 cells, depolarizing waves were also
found during the RSA that strongly resembled
slow calcium-mediated dendritic spikes observed
in vitro. According to these data, the hippocampal
RSA is correlated with sustained depolarization
and periodic transmembrane potential oscilla-
tions. This may be caused by cholinergic stimula-
tion, since acetylcholine blocks the hyperpolariz-
ing M current (Halliwell and Adams 1982) and
also blocks the tonic release of GABA from local
interneurons (Hounsgaard 1978; Ben-Ari et al
1981). This would explain the decrease in mem-
brane conductance found. Nunez et al. (1987)
concluded that IPSPs are not essential in the gen-
eration of the RSA. In this respect, it is important
to note that also glutamate may play a role in
mediating the rhythmic septal inputs (Puil and
Carlen 1984). It may be concluded that two major
excitatory synaptic influences contribute to the
intracellular RSA: an acetylcholine-mediated sus-
tained depolarization of septal origin, and gluta-
mate-mediated EPSPs. Such an interpretation is
compatible with the observation that there are at
least two types of RSA with different sensitivity to
anticholinergic drugs.

It is becoming clear that RSA is not a uniform
phenomenon, and that different cellular mecha-
nisms underlie different aspects of the hippo-
campal RSA. The precise mechanism by which the
septal inputs modulate hippocampal membrane
potentials underlying the RSA is still a matter of
discussion. A possibility is that the septal inputs
induce disinhibition by shutting off a tonic inhibi-
tion from the local interneurons (Krnjevi¢ and
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Ropert 1982). To clarify this question, experimen-

tal evidence that septal fibers indeed inhibit hip-
pocampal interneurons is necessary (Krnjevié¢ et
al. 1988).

Concerning the RSA of the entorhinal cortex, a
clear dipole profile was obtained in freely moving
animals, with two amplitude maxima, one superfi-
cial in layer II-1 and the other deep in layer III
(Mitchell and Ranck 1980; Alonso and Garcia-
Austt 1987a,b; Boeijinga and Lopes da Silva 1988).

As to the RSA of the cingulate cortex, there is
evidence that the RSA may be locally generated,
but this is still controversial. In rats, under
urethane anesthesia, depth profiles in the cingu-
late cortex show a phase reversal during the RSA
in layers V and VI (Feenstra and Holsheimer
1979). However, in other studies such a phase
reversal was not encountered (Bland and Whishaw
1976; Leung and Borst 1987). Nevertheless, Leung
and Borst (1987) showed that cingulate cortex
units fire at the RSA frequency in phase with the
local RSA. This is in agreement with the anatomi-
cal evidence that the cingulate cortex receives pro-
jections from the area of the septal RSA pace-
maker.

3.4.3. Behavioral correlates and pharmacological
aspects

The relationship between the RSA and behav-
ior has been a subject of controversy over the last
two decades. Vanderwolf and Robinson (1981)
have emphasized the relationship between the RSA
in the hippocampus and what they termed
“voluntary or type 1”7 movements, and between
irregular electrical activity and more “automatic
or type 2” movements.

An interesting new aspect of RSA is its rela-
tionship with the phenomenon of long-term syn-
aptic potentiation (LTP). Such a relationship was
recently demonstrated both for synapses of the
Schaffer commissural fibers on CAl neurons in
hippocampal slices (Larson et al. 1986; Rose and
Dunwiddie 1986; Larson and Lynch 1988) and for
synapses of the perforant path fibers on the granu-
lar cells of the dentate gyrus in vivo (Greenstein et
al. 1988; Pavlides et al. 1988). In the CAl field,
LTP induction is optimal when the time interval
between stimuli is approximately 200 msec which
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corresponds to the frequency band of the sponta-
neously occurring RSA in the hippocampus. In
the dentate gyrus, a significant potentiation of
synaptic efficacy, as measured by the field syn-
aptic potential slope and the population spike, can
only be obtained when the tetanic pattern consists
of a priming pulse followed by a 100 Hz train of 6
pulses at 200 msec interval. It appears that brief
high-frequency bursts elicit a weak N-methyl-D-
aspartate (NMDA) receptor response which is
amplified when the bursts are delivered in a pat-
tern within the frequency range of the RSA. The
hypothesis is that the amplification occurs because
at this RSA frequency there is a suppression of
IPSPs (Larson and Lynch 1988) and hence a pro-
longation of the depolarization. This would favor
an enhanced influx of calcium ions resulting in an
amplification of LTP, and this implies that during
the RSA-mode LTP phenomena are facilitated.
There is evidence that RSA may cause a steady-
state depolarization of the dendrites of pyramidal
cells (Lopes da Silva et al. 1985; Nunez et al.
1987). These findings are compatible with the
interpretation that RSA may facilitate the estab-
lishment of LTP.

3.5. Beta waves

Fast (over 30 Hz) EEG potentials during epochs
of increased alertness, also called beta waves, have
been studied in cats in experimental conditions
that may be qualified as “hunting” situations (Fig.
5; Bouyer et al. 1981, 1987; Rougeul-Buser et al.
1983).

(a) If the animal is in a position of expectancy,
waiting for an unseen mouse to come out through
a hole, the EEG rhythms are around 14 Hz and
are localized over the anterior limb zone of the
primary somatosensory cortex. Such rhythms re-
lated to blockage of motor activity have been
initially termed the “sensorimotor rhythm” (Roth
et al. 1967) and are homologous to a similar
rhythm that appears over the central sulcus in
humans. While such oscillations may superficially
resemble spindles, the behavioral context of these
two distinct types of rhythms (waking or sleep) is
quite different. Besides, the 14 Hz oscillations
during waking immobility are recorded over a very
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restricted cortical region, whereas spindles appear
diffusely over the neocortical mantle.

(b) When the cat is watching a visible but
unseizable mouse, high-frequency (35-45 Hz)
oscillations appear in two cortical foci, the motor
and the parietal association areas (Rougeul-Buser
et al. 1983; Bouyer et al. 1987). Similar fast
rhythms have been observed in monkey (Rougeul
et al. 1979). Both the 14 Hz and the 35-45 Hz
rhythms are accompanied by fluctuations in activ-
ity of ventrobasal and adjacent thalamic neurons
(Rougeul-Buser et al. 1983; Delagrange et al.
1987). The dependence of fast (35-45 Hz) oscilla-
tions upon the dopaminergic system was suggested
by their suppression after lesions of the ventral
tegmental area (Montaron et al. 1982). The
origin(s) and cellular bases of these rhythms re-
main to be elucidated.

Beta activity (36-44 Hz) was also reported to
occur in humans while performing a reaction-time
motor task (Sheer 1988). It was hypothesized that
the 40 Hz activity is an index of the focused
arousal in motor programming and that it repre-
sents an optimal periodicity for maximal synaptic
transmission in cortical circuits.

Fast (40 Hz) oscillations have been found in
the visual cortex in response to moving light bars
(Gray and Singer 1989; Gray et al. 1989).
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Fig. 5. Fast (beta) thythms during focused attention in the cat.
1: sample of ECoG activity recorded from the precruciate
cortex (rthythms at 40 Hz). 2: evolutive spectra established
from a 90 min record taken from cortical area S5a; each line
corresponds to a spectral analysis of a 1 min record (1-50 Hz);
successive minutes are lines up as the y axis. 3: spectrum
averaged over 90 min; low frequency (5 Hz) peak corresponds
to movement artifacts; beta rhythms are visible as the 35-40
Hz. (Modified from Bouyer et al. 1987.)
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4. Brain-stem core modulatory systems and their
synaptic effects on thalamic and cortical targets

We shall focus on cholinergic and noradrenergic
systems because the actions of acetylcholine (ACh)
and noradrenaline (NA) are better understood
than those of transmitters used by other brain-stem
regulatory systems.

4.1. Central cholinergic pathways

Cholinergic pathways occupy a pivotal position
in the ascending reticular activating system and
play an important role in modulating the cortical
EEG as well as its behavioral correlates in the
realms of arousal and attention. This cholinergic
influence of the reticular activating system is ex-
erted along two ascending pathways: one origi-
nates in the basal forebrain and projects to the
cerebral cortex, the other originates in the
pontomesencephalic reticular formation and pro-
jects to the thalamic nuclei. The following descrip-
tion summarizes the salient anatomical features
related to these cholinergic systems (Mesulam
1988; Wainer and Mesulam 1990; Fig. 6).

4.1.1. The cholinergic innervation from the basal
forebrain

Cholinergic cells in the medial septal nucleus
(Chl cell group) and the vertical limb nucleus of
the diagonal band (Ch2) provide the major source
of cholinergic input to the hippocampus, cholin-
ergic neurons in the horizontal limb nucleus of the
diagonal band (Ch3) provide the major cholinergic
input to the olfactory bulb, and the cholinergic
neurons of the nucleus basalis of Meynert (Ch4)
provide the major cholinergic input for the
amygdala and all neocortical regions. Each of the
nuclei containing the Ch groups also contains
non-cholinergic neurons. The Ch nomenclature
was introduced to designate only the cholinergic
constituents of these regions. In the brain of ro-
dents, the cerebral cortex contains cholinergic in-
terneurons that can account for up to 30% of the
cortical cholinergic presynaptic markers. Such
neurons have not been reported in other adult
mammalian brains. This special feature of the
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Fig. 6. Schematic illustration of major ascending cholinergic
pathways in the rat brain. Chl-Ch8 designations identify
cholinergic neurons contained within the various forebrain and
brain-stem nuclei illustrated. Abbreviations: AC, anterior com-
missure; AMG, amygdala; CB, cerebellum; CC, corpus callo-
sum; CI, inferior colliculus; CP, caudate putamen; CS, super-
ior colliculus; CTX, cortex; GP, globus pallidus; HDB, nucleus
of the horizontal limb of the diagonal band of Broca; HI,
hippocampus; IP, interpeduncular nucleus; LDT, laterodorsal
tegmental nucleus; MHB, medial habenular nucleus; MS, me-
dial septal nucleus; NBM, nucleus basalis of Meynert; OB,
olfactory bulb; PBG, parabigeminal nucleus; PPT, pedun-
culopontine tegmental nucleus; TH, thalamus; VDB, nucleus
of the vertical limb of the diagonal band of Broca. Cholinergic
neurons are shown schematically in CTX, HI, and CP. (From
Wainer and Mesulam 1990.)

rodent brain should be kept in mind in interpret-
ing experimental observations.

In the primate brain, the most highly developed
cholinergic cell group is Ch4. Projections from
Ch4 are topographically organized. The anterome-
dial subsector (Ch4am) is the major source of
cholinergic input for medially situated cortical
areas, the anterolateral subsector (Ch4al) for the
amygdala and frontoparietal operculum, the inter-
mediate sector (Ch4i) for frontoparietal and oc-
cipitotemporal lateral cortex, and the posterior
subsector (Chdp) for the superior temporal gyrus
and the temporal pole. There is considerable over-
lap in this organization and the topography is not
as precise as in thalamocortical projections. The
Ch4 complex projects to all cortical areas, but
receives reciprocal projections from only a very
limited set of limbic and paralimbic areas. This
organization suggests that Ch4 is in a position to
act as a cholinergic relay for rapidly modulating
the activation of all neocortical regions according
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to the prevailing limbic state as encoded by limbic
and paralimbic areas.

Although all regions of the cerebral cortex re-
ceive cholinergic input, there are major regional
differences. Presynaptic cholinergic markers (e.g.,
choline acetyltransferase) show regional variations
that are as high as seven-fold. Limbic and para-
limbic areas of the forebrain contain the highest
concentrations of presynaptic cholinergic markers.
The less differentiated non-isocortical sectors in
each of the major paralimbic areas display greater
cholinergic innervation than immediately adjacent
isocortical regions within the same paralimbic re-
gion. Association and primary sensorimotor areas
contain a significantly less intense cholinergic in-
put than limbic and paralimbic areas. These varia-
tions in regional cholinergic innervation may ex-
plain why systemically injected cholinoactive
agents appear to have marked effects on mood
and memory, behaviors that are closely linked
with the limbic system.

The vast majority of cortical cholinergic recep-
tors are of the M1 muscarinic type. The distribu-
tion of M1 receptors is generally (but not entirely)
consistent with regional variations in presynaptic
cholinergic markers in that all limbic and para-
limbic areas show high densities of this receptor
type (Mash and Mesulam 1988). The regional
distribution of M2 receptors in the monkey brain
shows a rather unexpected pattern. This type of
receptor shows peak intensity in all primary
sensory and motor areas. It is not known if these
regional variations of M2 receptors reflect changes
merely in postsynaptic specialization or if they
indicate that primary sensorimotor areas receive a
somewhat different type of presynaptic cholinergic
input. In the latter case, it is conceivable that
these parts of the cortex receive a higher propor-
tion of their direct cholinergic input from the
pontomesencephalic cholinergic cell groups (ChS-
Ch6). This is merely a speculation not yet based
on available fact. Recent experiments show that
cholinergic transmission in primary sensory areas
is directly involved in modulating the rapid re-
sponses to sensory stimulation (Sato et al. 1987).
In high order association cortex, cholinergic in-
nervation also mediates the responses to motiva-
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tionally relevant sensory cues (Rigdon and Pirch
1984).

The low voltage fast EEG activity induced by
the systemic administration of cholinergic agonists
appears to be mediated by the ascending projec-
tions from the Ch4 complex (Stewart et al. 1984;
Buzsaki et al. 1988). These projections are also
thought to play an important role in regulating
cortical blood flow (Iadecola et al. 1983). The
hypothesized role of the basal forebrain in main-
taining non-REM sleep (Szymusiak and McGinty
1986) may be due to the cortical projections of
GABAergic neurons in that region.

4.1.2. Rostral brain-stem cholinergic neurons

The pontomesencephalic reticular formation
contains two constellations of cholinergic neurons,
one centered around the pedunculopontine nucleus
(Ch5) and the other around the laterodorsal teg-
mental nucleus (Ché; see Fig. 6). There is no strict
~ delineation between these two groups of cholin-
ergic cells. With respect to thalamopetal projec-
tions in rat, the Ch5 neurons are more closely
associated with the sensory relay nuclei, whereas
the Ch6 neurons are more closely associated with
the limbic nuclei (Hallanger et al. 1987). The Ch5
and Ché6 cell groups collectively provide the vast
majority of cholinergic input for all thalamic nuclei
in cat (Steriade et al. 1988). Lesser cholinergic
afferents of the thalamus also originate in Chl-
Ch4, especially for the reticular and mediodorsal
thalamic nucleus (Hallanger et al. 1987; Steriade
et al. 1987b; Parent et al. 1988). There seems to be
a direct cholinergic projection from the Ch5-6
nuclei to Ch4 but the exact organization of this
and whether there is a reciprocal projection from

Ch4 back to Ch5-6 remains to be determined

(Semba et al. 1988).

The cholinergic reticulothalamic projection
from Ch5-Ché is one of the most important con-
stituents of the ascending reticular activating sys-
tem. Electrical stimulation in the Ch5-Ché region
causes an activation of thalamocortical neurons

and an enhancement of their response to afferent-

stimulation (see Fig. 1 and Section 4.2). These
neurons also provide the cholinergic innervation
for brain-stem regions involved in regulating REM
sleep (Mitani et al. 1988). In addition to par-
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ticipating in ascending reticular activating path-
ways, the Ch5 and Ché groups have extensive
interconnections with extrapyramidal and limbic
structures (Mikol et al. 1984; Satoh and Fibiger
1986).

Additional cholinergic cells are found within
the medial habenular nucleus. These neurons, des-
ignated Ch7, are thought to constitute the origin
of the cholinergic habenulo-interpeduncular pro-
jection. There are also cholinergic neurons in the
parabigeminal nucleus. These neurons, designated
Ch8, provide the major cholinergic input of the
superior colliculus.

4.1.3. The cholinergic innervation of the striatum

Another major forebrain structure with a heavy
cholinergic input is the striatum. Anatomical ex-
periments show that the vast majority of striatal
cholinergic innervation is intrinsic and that it
originates from cholinergic interneurons. These
cholinergic interneurons belong to the class of
large aspiny cells. The caudate and probably the
putamen also receive a lesser cholinergic input
from the Ch4 cell group (Arikuni and Kubota
1984).

4.1.4. Some functional interpretations

Anatomical experiments show that cholinergic
pathways are ubiquitous but not without internal
organization. Activating the cholinergic neurons in
the pontomesencephalic reticular formation ap-
pears to promote the transthalamic passage of
corticopetal impulses (see details in Section 4.2).
Some of these neurons may also provide im-
portant relays for extrapyramidal motor outflow.
The cholinergic projection from the basal fore-
brain to the cerebral cortex acts as one of the most
powerful excitatory neuromodulators of cortical
neurons and enhances their responses to both
motivationally relevant and neutral sensory
stimuli. Thus, the net effect of cholinergic activa-
tion along these two ascending pathways is to
augment the impact of extrapersonal sensory ex-
perience upon the organism and, perhaps, also to
increase the readiness for motor responses.

The ascending projections from the basal fore-
brain and pontomesencephalic cholinergic neu-
rons are arranged in such a way that a relatively
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small group of cells (under a restricted set of
descending neural controls) can rapidly influence
the information processing state throughout the
cerebral cortex. This is in keeping with the behav-
ioral affiliations (for example arousal, vigilance,
motivation, mood and memory) that have been
attributed to ascending cholinergic pathways
(Mesulam 1987). This type of asymmetry in neural
feedback also applies to the widespread cortico-
petal projections from the nucleus locus coeruleus,
the ventral tegmental area, and the brain-stem
raphe nuclei. The transmitters associated with
these pathways (norepinephrine, dopamine and
serotonin) have also been implicated in state func-
tions such as motivation, sleep and mood. The
Ch1-Ché6 neurons, the ventral tegmental area, the
brain-stem raphe nuclei, and the nucleus locus
coeruleus are thus ideally suited for modulating,
regulating and shifting behavioral states in the
brain.
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intracellular recordings of thalamic cells by
stimulating the synaptic pathways arising in the
brain-stem reticular core in vivo and by studying
the effects of iontophoretically applied cholino-
mimetic substances on intracellularly recorded
thalamic and neocortical neurons in vivo and in
vitro.

Acetylcholine application in vitro induces in
cat’s lateral geniculate (LG) and medial geniculate
(MG) neurons a fast nicotinic depolarization asso-
ciated with an increase in membrane conductance,
followed by a slow hyperpolarization and a slow
depolarization caused by activation of muscarinic
receptors and associated, respectively, with an in-
creased and a decreased potassium conductance
(McCormick and Prince 1987).

The nicotinic depolarization was also detected
in in vivo recordings of LG relay neurons after
stimulation of the Ch5 brain-stem group (Hu et al.
1989b). This nicotinic event underlies the phasic

excitation of LG and other thalamic neurons, as-
sociated with the PGO sharp waves that occur
during dreaming episodes of REM sleep (Hu et al.
1989c¢; Steriade et al. 1989).

In addition to short-term effects, stimulation of

4.2. Effects of cholinergic systems upon thalamic
and cortical neurons

Congruent data related to the physiological ac-
tions of cholinergic systems have been obtained in

Fig. 7. Schematic diagram of ascending cholinergic actions upon thalamocortical (relay) neurons, reticular thalamic (RE) GABAergic
neurons, and pyramidal-shaped neurons of the cerebral cortex. Direction of axons is indicated by arrows. Acetylcholine (ACh) is
released in the thalamus by peribrachial (PB) neurons of the pedunculopontine nucleus and by laterodorsal dorsal tegmental (LDT)
neurons (Ch5-Ché cell groups). In the cortex, ACh is mostly released by nucleus basalis (NB) neurons. In relay and RE thalamic cells
as well as in cortical pyramidal neurons, EEG-synchronized sleep (S) is characterized by rhythmic inhibitory periods and bursts of
action potentials within the frequency range of spindle oscillations. Spindles are generated by RE neurons which impose rhythmic
inhibitory postsynaptic potentials (IPSPs) onto thalamic relay cells; the IPSPs are followed by rebound spike bursts transmitted to
cortical cells (see Fig. 4 in Section 3.2). The information transfer of thalamocortical cells is dramatically reduced during the
oscillatory mode of S. In cortical cells, the activity evoked by prethalamic afferents is further reduced due to a relatively uninhibited
M-current and slow afterhyperpolarization current (1,,,) which underlie spike frequency adaptation. Upon transition from sleep (S)
to waking (W), the cholinergic PB/LDT neurons increase their rates of spontaneous discharges, about 20 sec before the time 0 of W
(defined as the most precocious change from EEG synchronization to EEG desynchronization). An increased activity during the shift
from S to W is also seen in NB cells. (Note that no change in firing rate from S to W is seen in neurons recorded from specific
prethalamic relays.) Increased activity of cholinergic PB/LDT and NB neurons disrupts rhythm generation in the thalamus by
depolarizing relay neurons (through a decrease in potassium conductance, g ). As well, cortical pyramidal cells are activated through
a decrease in M-current and I,,,. Thus, relay thalamic cells and pyramidal cortical cells are depolarized by cholinergic afferents
originating in PB/LDT and NB, respectively. There is, in addition, an excitatory action on cortical pyramidal cells by non-cholinergic
thalamocortical cells (increase in cationic permeability). The hyperpolarization of RE cells by PB/LDT cholinergic cells as well as by
NB cholinergic and GABAergic cells underlies the blockage of spindle generation in the pacemaking RE neurons. Although PB/LDT
cholinergic afferents hyperpolarize RE thalamic cells by an increase in gy, these neurons are brought upon arousal toward
single-spike firing, with increased discharge rates, because they are subject to excitatory influences from both relay thalamic and
cortico-RE neurons using excitatory amino acids (glu). Scheme of changes in ionic conductances is modified from McCormick (1990),
from in vitro data on RE thalamic, relay thalamic, and cortical pyramidal neurons (McCormick and Prince 1986a,b, 1987). Data
related to the S-W behavior of various types of depicted neurons are from chronic experiments on PB/LDT (Steriade et al. 1990a),
RE thalamic (Steriade et al. 1986), thalamocortical and cortical pyramidal cells (see details in monograph by Steriade et al. 1990b).
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brain-stem cholinergic nuclei elicits a prolonged
(20 sec) depolarization which is associated with
increase in apparent input resistance, has a similar
time-course as the EEG desynchronizing reaction,
and is abolished after administration of scopola-
mine, a muscarinic blocker (Curré6 Dossi et al.
1990). This prolonged excitation of thalamocorti-
cal cells is due to the suppression of various
potassium currents (see McCormick 1990; Fig. 7).
The long-lasting muscarinic excitation of thalamo-
cortical neurons is accompanied by a prolonged
enhancement of synaptic responsiveness in tha-
lamocortical neurons of limbic (anterior) nuclei
(Paré et al. 1990), that may underly plastic neuro-
nal changes at the thalamic level.

By contrast to the cholinergic excitation of
thalamocortical neurons, acetylcholine application
hyperpolarizes RE thalamic neurons in vitro by
increasing a potassium conductance, an effect
probably mediated by M2 subclass of muscarinic
receptors (McCormick and Prince 1986a; Fig. 7).
The results of intracellular recordings of RE neu-
rons in vivo are consistent with these data: stimu-
lation of the Ch5 group at the midbrain-pontine
junction induces a hyperpolarization of RE
thalamic cells, associated with increased mem-
brane conductance, an effect which is blocked by
scopolamine (Hu et al. 1989a). As discussed in
Section 3.2.3, the cholinergic inhibition of RE
thalamic nucleus, the spindle pacemaker, accounts
for the disruption of spindle oscillations upon
arousal and represents a major part of the EEG
desynchronizing reaction.

The action of acetylcholine on neocortical neu-
rons was elucidated by intracellular recordings in
vivo and in vitro (Krnjevi¢ et al. 1971; Mc-
Cormick and Prince 1986b). Similarly to the ef-
fects on thalamocortical neurons, the acetylcho-
line-induced depolarization of cortical cells is due
to a reduction in potassium conductance and is
associated with a rise in membrane resistance (Fig.
7). As is the case of thalamocortical neurons, the
excitatory action of acetylcholine on cortical cells
is highly susceptible to depression by barbiturates.

Thus, mesopontine cholinergic reticular neu-
rons are operational in shifting the state of
thalamocortical neurons from EEG-synchronized
sleep to wakefulness and REM sleep. Indeed,
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Ch5-Ch6 (pedunculopontine and laterodorsal teg-
mental) neurons with identified thalamic projec-
tions increase their rates of spontaneous dis-
charges as a precursor sign of the transition from
sleep to arousal (Steriade et al. 1990a; Fig. 7). The
cholinergic depolarization of thalamocortical neu-
rons transforms their bursting firing (due to their
hyperpolarization during slow-wave sleep) into
tonic repetitive firing associated with an increased
readiness to integrate afferent informations (Fig.
7). Finally, the release of acetylcholine by corti-
cally projecting basal forebrain neurons blocks the
potassium-mediated long-lasting hyperpolariza-
tions underlying slow (delta) waves and contrib-
utes to the enhanced responsiveness of neocortical
cells (Fig. 7).

4.3. Noradrenergic pathways and actions

The noradrenergic system arising in locus
coeruleus has a direct access to meocortex and
hippocampus and projects as well to the thalamus
but less densely than the brain-stem cholinergic
system (DeLima and Singer 1987). Most of the
ascending noradrenergic fibers enter the thalamus
via the mammillothalamic tract, while other fibers
ascend along the zona incerta and radiate within
the internal and external medullary laminae. The
corticopetal fibers leave the main bundle at rostral
hypothalamic level and distribute from the frontal
lobe to the entire length of the hemisphere (Morri-
son et al. 1981). Marked laminar variations are
seen in the striate and extrastriate visual cortices
in primates (Morrison and Foote 1986). This
stands in contrast with the more homogenous
distribution of noradrenergic fibers throughout the
neocortex in lower mammals.

In addition to the effects of noradrenaline on
hippocampal neurons (that are beyond the scope
of this article), these actions have been best studied
in thalamic neurons in vitro. However, systematic
intracellular studies of thalamic and cortical cell
responses to stimulation of synaptic noradrenergic
projections are still lacking. The effect of
noradrenaline on thalamic neurons in vitro con-
sists of a slow depolarization caused by blockage
of a resting potassium conductance (McCormick
and Prince 1988), quite similarly to the actions of
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acetylcholine. This similarity was recently con-
firmed in neocortical cells of humans studied in
vitro (McCormick and Williamson 1989). Ex-
tracellular studies of cortical neurons have re-
ported that noradrenaline could inhibit their
spontaneous discharges while simultaneously en-
hancing neuronal responses to specific synaptic
inputs, thus leading to an increased signal-to-noise
ratio (Foote et al. 1983).

In sum, both cholinergic and noradrenergic sys-
tems are good candidates for depolarizing
thalamocortical neurons and, thus, for shifting
their functional mode from the bursting firing
associated with diminished transfer function, as is
the case of EEG-synchronized sleep, to a tonic
discharge pattern associated with enhanced re-
sponsiveness, as is the case during wakefulness.
The cholinergic system also accounts for a similar
process during transition from EEG-synchronized
sleep to EEG-desynchronized sleep (see Section

1).
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